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Abstract

Presently, most local-area networks employ a single broadcast bus to interconnect

single-transceiver stations. In order to increase a network's throughput beyond a sin-

gle bus's data rate without using dedicated switching nodes, multiple buses and multi-

transceiver stations are required. We explore the design space of single-hop interconnec-

tions among such stations; i.e., interconnections that provide a passive transmission path

between any two stations. For example, we present interconnections whose throughput

can grow quadratica//y with the number of transmitters and receivers per station. They

consist of a collection of buses, each of which interconnects only a proper subset of the sta-

tions using one of their transceivers. Yet, for any two stations, there is at least one bus to

which they are both connected. We refer to these as selective-broadcast interconnections,

or SETs. The use of unidirectional media significantly enriches the design space of SBZ's

since, unlike with bidirectional media, the sets of receivers that hear two transmissions need

not be identical or disjoint, A graph-theoretic criterion for determining whether or not

transmissions over a specified pair of paths would interfere with each other is established. It

is then used in studying the performance of various SETs. Implementation-related issues,

such as power budget in fiber optic implementations, are discussed in the context of local-

area networks. Lastly, the concept of SB2"s is shown to also apply to memory-processor
interconnection, as well as to additional domains.

A spread-spectrum channel can accommodate several concurrent successful transmis-

sions, and a single-transceiver node can thus utilize only a small fraction of the channel's

capacity. In order to allocate the appropriate fraction of capacity to a "busy" node, we

propose to equip it with several transmitters and receivers, thereby turning it into a "su-

pernode'. Several architectures and operation policies for supernodes are suggested and

compared; it is shown that a supernode can significantly outperform a collection of inde-

pendent conventional nodes with the same total numbers of transmitters and receivers.

Packet-radio networks with half-duplex nodes, as well as networks with full-duplex nodes,
are considered.
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Chapter 1

Introduction

1.1 Background

Electronic communication networks have evolved over the last several decades

[1,2,3,4,5,6]. The first such network was the telegraph network which, due to tech-

nological limitations, was only used to carry a limited volume of urgent data traffic.

As communication bandwidth increased, real-time voice communication became the

primary service, and the telephone network expanded rapidly. In fact, it is still by

far the largest in terms of the number of users as well as communication volume.

Since the data sent over the telegraph network was normally created by hand,

the telephone service could be viewed as a superior replacement. However, the

rapid growth in the computing and data management industries in the l_t two

decades has created a need for efficient means of transmission of "data"; i.e., digitally

encoded information that is generated by one computer and intended for another.

This has resulted in the rapid evolution of data communication networks, and two

major types of such networks have emerged: (i) wide-area networks, (WAN's,)
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which often spanmultiple continentsbut typically interconnectup to several tens of

stations, and (ii) local-area networks, (LAN's,) which span up to several kilometers

but often interconnect hundreds of stations. The most prominent examples of the

two types are ARPANET [7] and Ethernet [8], respectively. Presently, tens of

different networks are in existance, and the installed base is many thousands. [9]

Until the early 1980's, data communication networks were separate from the

telephone networks. While in some cases leased telephone lines were employed

for data transmission, the control was completely separate and the communication

channels were not shared. Also, data communication networks were normally owned

by theirusers.More recently,however, these trends have been changing. The desire

to reach beyond the boundaries of a singlenetwork for purposes such as electronic

mail, while at the same time maintaining privacy and securityfor other applications

and preventing network-management complexity from growing, has brought about

the concept of internetworking. For example, the nodes of a "public" WAN can

serve as gateways to "private" LAN's; a user of one LAN can thus send a message

to a user of another LAN via the source LAN, the WAN and the destination LAN.

It has also been realizedthat, while voice trafi_cand data trai_c are differentin

many ways, the expenditure can often be shared. For example, the cable trenches

can be shared.

The separate evolution of data and voice networks was due in part to the fact

that voice was handled as an analog signal,whereas computer-generated data is

inherently digital.With the gradual transitionof the telephone system to digital

communication, (voiceis sampled and digitized,)this obstacle is being removed.

Another dimculty stemmed from the fact that users wanted to own their local-area

networks and to tailorthem to their own needs; thiswas impossible with the stan-

dard telephone network. However, the recent deregulation of telephone serviceshas
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resulted in a transition to user:owned local telephone facilities which are connected

to the "public" backbone network. This is very similar to the internetworking con-

cept in data networks. Lastly, it has been realized that the two types of traffic

actually complement each other in many ways, and the use of a single network for

both purposes can thus improve the utilization of network resources. For example,

high-volume, low priority data traI_ic can be deferred to the late night hours, during

which the level of voice traffic is very low. The current trend is thus to have a single

network that provides integrated services [10,11]. The two primary approaches to

achieving this goal are the adaptation of one type of network to also provide the

other type of service.

1.2 Characterization of Communication Networks

Communication networks can be characterized by various attributes, such as

their function, the protocols used to operate them, their geographical size, the

communication media, their topology, etc. For the purposes of this research, the

most important attributes are the interconnection network (topology) and the:_ype

of communication channels that are employed. The protocols used to operate a

network are of lesser importance, and other attributes will not be considered.

1.2.1 Classification of Interconnection Networks

An interconnection network ("interconnection" for short) is the topology of the

communication network. It is thus a collection of communication finks and, option-

ally, switches, couplers and buffers. Its purpose is to provide transmission paths

among entities which are referred to as stations. Interconnections are required both

in communication networks and within computers, particularly multi-processors

3



[12]. Although the trai_ic characteristics of these two applications are very differ-

ent, the basic purpose of the interconnection is the same. Many interconnection

schemes have been proposed to date, in both the communication networks and

intra-computer environments, and they can be classified as follows:

(i) Multistage interconnection networks (MIN's) employing dedicated switching

nodes. In such interconnections, the transmitting stations are the inputs, the

receiving stations are the outputs, and messages are routed through a succes-

sion of intermediate switching nodes whose switches are set according to the

destinations of the messages. Examples of such iterconnections are Closs [13],

Omega [14], Banyan [15], Ben_s [16] and the crossbar [13]. With the excep-

tion of the crossbar, the number of stages in an MIN is proportional to the

logarithm of the number of stations. MIN's were originally used in telephony

[13, 16, 17], but in recent years have been adopted by the multi-processor

community [12]. "They are currently less common in computer networks. Nev-

ertheless, if the telephony approach to providing integrated services prevails,

this may change.

(ii) Interconnections in which the stations themselves also act as forwarding agents.

Here, the stations must be bidirectional. These interconnections are very com-

mon in WAN's and in packett radio networks. When used in LAN's, they

usually manifest themselves in the form of rings [18], although grids have also

been proposed [19]. When used in multiprocessors, they take the form of

regular patterns, such as hypercubes [20], cube-connected cycles [21], shui_e-

exchange networks [22], multi-dimensional grids and tori [23]. Path lengths in

the first three are proportional to the logarithm of the number of stations; in

t For various reasons, network protocols often require that messages be chopped into segments of

standard length, which are handled independently within the network. These segments are referred

to as packets.
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grids and tori,they are proportional to some root of the number of stations.

(iii) Slngle-hop interconnections. In these, all stations are directly interconnected

through passive communication channels, without any intermediate switches;

therefore, there is always a path between each pair of stations. Paths need

not be disjoint, so not all station pairs can communicate concurrently. Single-

hop interconnections are often desirable due to their simplicity, the inherently

low latency (no paths need to be established) and the fact that they can be

implemented using only passive interconnection components. In some cases,

they are inherent to the transmission medium. Two examples of single-hop

interconnections are the singlebroadcast bus, (,SBI3,)which isused both in

localarea networks and in computers, and an interconnection consisting of a

dedicated linkbetween each pair of stations.

Hybrid interconnections are alsopossible.

Interconnections can also be classified according to their capability to adapt

to the traffic pattern: (i) Strictly nonblocking interconnections can accommodate

concurrently any collection of source-destination pairs, provided that no source or

destination is used more than once;" furthermore, the setting of the switches dan

be determined independently for the different pairs. The crossbar is an example

of such an interconnection. (ii) Rearrangeable nonblocking interconnections can

also accommodate any collection of source-destination pairs, but the setting of the

switches for each pair depends on the identities of the other pairs. Examples: Closs

and Bends. (iii) Blocking interconnections can only accommodate certain collections

of source-destination pairs. Examples are Omega and Banyan, as well as all the

interconnections in which the stations themselves do forwarding and all single-hop

interconnections. (Except for an interconnection consisting of a dedicated link for

each pair of stations.)
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1.2.2 Characterization of Communication Channels

A channel can serve as a poin_._o-point link, which is used exclusively by one

pair of stations; alternatively, it can serve as a shared medium which is used by

several stations. The network designer may be allowed to choose the type of links,

as is often the case in LAN's. In other cases, such as a single-channel network

interconnecting mobile radio units, the medium is inherently shared and there is

no choice. In practice, point-to-point links are normally used in WAN's, whereas

shared media are used in radio networks and in most LAN's.t

Along a different dimension, a channel can be used for narrowband or spread-

spectrum communication [24]. With a narrowband channel, the bandwidth occupied

by a single transmission is essentially equal to its data rate. Consequently, such

a channel can only accommodate a single ongoing transmission; the presence of

overlapping transmissions at any given point on the channel constitutes a collision,

which results in the destruction of all the colliding transmissions. With a spread-

spectrum channel, the data stream, of rate B bits per second, is used to modulate

a data-independent code stream of a much higher rate, SF. B. The resultant chip-

stream, of rate SF. B, is used to modulate the carrier of the transmitter. The

bandwidth occupied by the transmission is therefore at least SF times higher than

the minimum bandwidth required for transmitting data at rate B. (SF stands

for spread factor.) At the receiver, which knows the code, the process is reversed

and the data is recovered. If used appropriately, the spread-spectrum channel can

accommodate several concurrent transmissions. As long as the number of ongoing

transmissions is not too high, they are received successfully with high probability.

Spread-spectrum is currently used primarily in military radio networks, due to

its favorable anti-jamming and anti-detection properties. (An adversary that does

tLAN's are sometimes configured as rings, in which each station has a point-to-point link to each of

its two neighbors [18].



not know the code has to jam the entire expandedbandwidth.) A more recent

application is in satellite networks, in which spread spectrum permits the useof

inexpensive antennas at small ground stations. Such antennas illuminate other

satellites as well the one at which they are aimed, but the use of spread spectrum

keeps the spectral density of this "pollution" within the permissible limits. Although

spread-spectrum is currently not in use in local-area networks, it will probably be

used in the future, since channel bandwidth is becoming very inexpensive, yet the

cost of the fast electronic circuitry remains prohibitive. With spread-spectrum, the

data rate that a single user can sustain need be only a fraction of the aggregate

network data rate, and thus only the front end must be fast. A proposal for a

fiber-optic implementation of a spread-spectrum channel for LAN's appears in [25].

1.2.3 Network Protocols

A communication network is a shared resource, and this sharing must be gov-

erned by some protocol. In the case of WAN's, the functions of the protocol include

routing, flow control, and others. In LAN's which use a single channel (bus) to

interconnect all stations, the primary function of the protocol is to regulate the

access to the bus; such protocols are consequently referred to as access schemes.

Numerous access schemes have been proposed and analyzed to date [26]. Most of

them are distributed protocols, in which each station executes the same algorithm.

Differences in the actual behavior of different stations stem from availability or

non-availability of data for transmission at each station, from randomization that is

sometimes part of the protocol, and from possible differences in the stations' views

of the channel.t While the first two sources of difference are desirable, the third

one is not, since inconsistent views of the channel state may cause two stations

tThe differences result from the nonzero propagation delay over the channel. A station that is

physically close to an event knows about it earlier than a station that is farther away.
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to transmit concurrently; this, in turn, may result in a destructive collision. The

severity of this problem varies from one access scheme to another; however, for all

schemes that make use of the channel status, it increases with an increase in the

end-to-end propagation delay as well as with a decrease in the message-transmission

time. Similar problems come up in distributed routing protocols in WAN's. There,

inconsistency may result in loops or deadlocks.

1.3 Contributions of this Work

1.3.1 Research Thrust

This research focuses on topologies and station architectures for networks that

employ shared med/a and provide single-hop connectivity among all stations; nar-

rowband as well as spread-spectrum channels are considered. (Most LAN's, radio

networks and satellite networks fall into this category.) Presently, most such net-

works use a single shared communication channel to interconnect all stations, each

of which is equipped with a single communication port. (Transmitter and receiver.)

All transmissions, regardless of their destination, are heard by all stations.t The

primary goal of this research is to show that the performance of networks that

provide single-hop connectivity via shared media can be enhanced significantly in

nonobvious ways if stations are equipped with multiple transmitters and receivers.

t In some cases, such as that of single-channel radio networks, a station may be able to hear only

a subset of the other stations. As a result, some messages must be forwarded by various stations

until they are received by their destinations.
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1.3.2 Motivation for Equipping Stations with Multiple Ports

Narrowband channels. With a single narrowband channel, at most one successful

transmission can be present at any given point on the bus at any instant. This is

true regardless of the access scheme that is employed. Therefore, the transmission

rate must at least equal the aggregate network throughput. As a result, very fast

channels are often required, resulting in high cost as well as an inability to use certain

physical implementations, such as twisted wire-pairs. Also, even the smallest user

of the network must be capable of transmitting and receiving at a rate that is

equal to the aggregate network throughput. In the common case wherein a LAN

interconnects numerous small users, this may cause the cost of the communication

interface to dominate the cost of the stations, a clearly unacceptable prospect in

many cases. Finally, the efficiency of access schemes drops as the transmission rate

increases, and the required transmission rate thus increases faster than the required

throughput. In order to obviate these problems, communication must take place

concurrently over several buses. To do so while retaining the simplicity of single-

hop communication over a passive interconnection network, each station must be

equipped with several transmitters and receivers, or ports.

Spread-spectrum channels. As in the case of narrowband channels, the use of mul-

tiple channels and, consequently, of multiple ports per station, may be required in

order to achieve the desired aggregate throughput. With spread-spectrum channels,

however, it may also be necessary to equip certain stations with multiple transmit-

ters and receivers in order to achieve a nonuniform allocation of the channel's capac-

ity to the stations; this may occur even if the channel capacity exceeds the required

aggregate throughput. Consider, for example, a single spread-spectrum channel

which can accommodate L concurrent transmissions. The channel interconnects a

set of stations, and we assume that one of these stations must carry a large fraction

9



of the total tr_c. (Such a station might be a gateway, a file server, a mainframe,

etc.) Obviously, one would like to allocate to this station a corresponding fraction

of the channel capacity. Since a single transmission uses only _ of the channel's

capacity, a single-transceiver station cannot use more than this fraction, and the

effective capacity of the network may thus be much lower than the channel capac-

ity. This problem is independent of the details of the spread-spectrum scheme being

employed, and can be of utmost importance to the performance of the network with

such a nonuniform tra_c pattern. To permit the station to utilize a larger fraction

of the capacity, while using a constant data rate for all transmissions, it must be

equipped with multiple transmitters and receivers.

1.3.3 Dissertation Outline

Chapter 2 is devoted to the theoretical study of topologies for single-hop in-

terconnections among stations that are equipped with multiple transmitters and

receivers; narrowband channels are assumed. The class of selective-broadcas_ in_er-

conTtec_ions (SB2") is defined to consist of those single-hop interconnections in which

each transmission is heard by a proper subset of the stations; several attributes for

the characterization of SB2"s are proposed, and various results pertaining to their

performance axe then derived. For example, it is shown that with a uniform traffic

pattern, a large class of SB2"s can accommodate an average number of concurrent

transmissions which is proportional to C 2, where C is the number of transmitters

and receivers per station. This is a C-fold improvement over the straightforward

approach, namely a C-fold replication of the single-bus network. (This replication

will be referred to as 7_132", for parallel-broadcasts interconnection.) Also, the delay

performance of such an SB2" is compared with those of a single bus and of 7_/3Z

under various constraints and assuming an ideal access scheme.
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The useof unidirectional media is shown to greatly enrich the design spaceof

S/_Z's, since the sets of receivers that hear two transmissions may be partly over-

lapping. (With bidirectional media, they are either identical or disjoint.) A new

graph-theoretic criterion is developed for determining whether two concurrent trans-

missions over a unidirectional interconnection can be received by their respective

destinations. This criterion is called interference. Mutual noninterference between

two paths is a generalization of path-disjointness, the latter being appropriate only

to interconnections that employ point-to-point links. Various properties of interfer-

ence are derived, and the notion of interference is used to derive additional results

for unidirectional SBZ's. For example, it is shown that certain such SBZ's can

accommodate N. C/2 specific transmissions concurrently, (N is the number of sta-

tions,) yet they can accommodate an average of C 2 concurrent transmissions with a

uniform traffic pattern. The dependence of the performance of certain S61Vs on the

traffic pattern is also addressed, as well as fault tolerance. Finally, it is shown that

sBIr's are a general concept, which can be applied to various domains in addition

to communication networks.

Chapter 3 explores various issues pertaining to the use of ,.q/32"s for commu-

nication networks. Implementation as well as operation are considered. Various

means of achieving separation between the different subnetworks which constitute

an ,.qBir are considered, and it is shown how to efficiently combine two separation

modes. For a fiber optic implementation, which is particularly applicable to high

speed networks, it is shown that an ,.qB2" which can accommodate an average of C o

concurrent transmissions with a uniform traffic pattern is also optimal in terms of

power budget. Also, the requirements for passive interconnection components are

compared with those of 7_BZ. Finally, the number of stations that can be accom-

modated (limited by power budget) is compared with those for a single bus and for

7:'B Z.
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Modifications that are necessary in order to adapt certain SBZ's to operate

with certain types of access schemes are discussed. Then, it is shown that the

introduction of non-ideal access schemes enhances the relative performance advan-

tage of SI3Z over the single bus; the quantification of the advantages of SBZ in

chapter 2 is thus shown to be conservative. Finally, the applicability of SI3Z to

memory-processor interconnections is discussed.

Chapter 4 discusses the architecture and performance of a single station with

multiple transmitters and receivers in a spread-spectrum network, focusing on a

single-hop topology with a single spread-spectrum channel. Since this station is

assumed to be the throughput bottleneck, its throughput determines the network

throughput. The emphasis in this research is on the effect of the station's architec-

ture on performance, (rather than on detailed analysis of spread-spectrum channels,)

and an attempt is made to extract the issues that have little dependence on the de-

tails of the channel. Initially, a slotted-time model is used to study the throughput

of this station. It is shown that, while the optimal number of receivers is infinite,

the benefit of additional receivers tapers off as the channel capacity becomes the

bottleneck. The optimal number of transmitters is finite, since an excessive number

of concurrent transmissions by the station will be self-destructive. If a station is

half-duplex, (i.e., it cannot receive while any of its transmitters are transmitting,)

it is shown that all transmitters should be operated at the same time, or else the

station will seldom be available for reception. As an aside, it is also shown that

it is sometimes useful to funnel all traffic that is destined to a busy station via

two of its neighbors even if the topology provides single-hop connectivity. This can

result in a relative throughput increase of up to 36% (compared with direct trans-

missions) while requiring no additional hardware and only simple, robust protocol

modifications.
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Next, a more detailed, unslotted model is used in order to determine whether

the throughput of an M-receiver station can exceed that of M independent, collo-

cated receivers. Using Markovian analysis, it is initially shown that with a fixed

assignment of codes to receivers, the number of different codes that should be as-

signed to the station in order to maximize the probability of successful reception is a

function of the packet-azriv'_l rate. (A receiver can only wait for packets on a single

code..) Next, dynamic code-assignment policies _re proposed, along with architec-

tures that can support them. They are evaluated using simulation. It is shown

that an optimal assignment of codes to the station's M receivers can significantly

increase its throughput relative to that of M independent, collocated receivers. Al-

ternatively, fewer transmissions would be required for _hieving a given throughput,

thus leaving more capacity to other stations.
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Chapter 2

S elect ive- B road cast

(ssz's)
Int e rco nnect i o ns

2.1 Introduction

It is often desirable that interconnections be completely passive, and that they

provide single-hop connectivity among all stations. Reasons include reliability and

minimal latency, as well as simplicity of operation and maintenance. The most

prominent such interconnection is a single broadcast bus which interconnects all

stations; in fact, this is the only possible single-hop interconnection among stations

that are equipped with a single transmitter and receiver. Equipping stations with

multiple transmitters and receivers greatly enriches the design space of single-hop

interconnections; this chapter is devoted to the exploration of this space.
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Fig. 2.1 A singlebroadcast bus with N stationsand a transmission rate of B bits

per second. (SBB.)

2.1.1 Single-Hop Interconnections

2.1.1.1 The Single Broadcast Bus (SBI3)

The most commonly used interconnection for local-areanetworks isthe broad-

cast bus. Each station has a single transmitter and a single receiver, and they are

all connected to the bus; a channel access scheme permits the stations to share the

common channel. Fig. 2.1 depicts a single broadcast bus interconnecting N bidirec-

tional stations. The transmission rate and the channel data rate are denoted by B,

mad the aggregate network throughput (rate of successful transmissions, expressed

in bits/see, summed over aU source-destination pairs) is denoted by S. Regardless

of the access scheme being employed, the SB6 can be characterized as follows:

• The aggregate network throughput, S, cannot exceed the channel's data rate

B. (The channel data rate is limited by the medium.)

• The transmission rate must be at least 5; i.e., each transmitter (receiver) must

be capable of transmitting (receiving) at a peak rate in excess of S, regardless

of the throughput requirements of the station to which it belongs.
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• With N stations, the average utilization of transmitters and receivers cannot

exceed 1/N. (Average over stations and time.)

• The power of each transmitter must suffice to feed N receivers. As will be

explained in chapter 3, this limits the number of stations that can be accom-

modated in fiber optic implementations.

From the above inherent characteristics of the S_B, it follows that in order to

increase S beyond B, the interconnection must permit some degree of concurrency;

i.e., it must accommodate several ongoing transmission. Clearly, the only way of

achieving concurrency in single-hop interconnections is through the use of multiple

transmitters and/or multiple receivers at each station, along with multiple buses.

2.1.1.2 The Parallel Broadcasts Interconnection (T'BI)

A straightforward approach to achieving concurrency is to equip each station

with several, say C, transmitters and receivers, and to replicate the SBB C times.

We refer to this as the parallel broadcasts in_erconnec_ion, or _BI. Fig. 2.2 depicts

a "PBI with C = 3. In general, a T_BI consists of C subnetworks, each of which

interconnects all N stations using one transmitter and one receiver of each station.

These subnetworks can be used either independently for bit-serial transmissions, or

in parallel for the transmission of C-bit words, (as is the case in address and data

buses of computers,) and an access scheme is required to regulate the sharing of

the channels [27]. As with S/3B, however, there are certain characteristics of T'BI

which are independent of the exact access scheme. They are as follows:

• Sc¢C.B

• The required transmission rate (of an individual transmitter) is only 1/C of the

aggregate network throughput.

• Average utilization of stations' hardware: 1/N. (No improvement!)
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Fig. 2.2 A bidirectionalrepresentationof the parallel broadcasts interconnection.

(P6Z.) C buses, each interconnecting all N stations via one of their

transceivers.The transmission rate on each bus isB.

. Power split:N. (No improvement!)

We have thus farestablishedthe need forstationswith multiple transmitters and

receiverswhenever the transmission rate of a singletransmitter issmaller than the

aggregate network throughput. We studied the characteristicsofthe straightforward

approach to achieving concurrency, and saw that the degree of decoupling of the

transmission ratefrom aggregate throughput isproportional to the investment, but

there isno improvement in terms of utilizationof the stations'hardware or in terms

of power budget. This immediately raisesthe question of whether one can do better.

In the remainder of thischapter, itwillbe shown how one can do much better.

2.1.1.3 Selective-Broadcast Interconnections (SBTs)

In the straightforward approach, namely _B2" with C buses, there are C dif-

ferentpaths between each pair of stations.Since a single path issufficientin order
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Fig. 2.3 A bidirectional representation of a bidirectional, (1, C)-path SB2" with

equal-degree, grouping and disjoint subnetworks. C = 3. In general,

there is a single path between stations that belong to different groups and

C paths between any two stations that belong to the same group.

to satisfy the connectivity requirement, this observation suggests that there may

be other interconnection topologies which satisfy the connectivity requirement. In

such topologies, unlike in P/327, each transmitter is heard by receivers belonging to

only a subset of the receiving stations. Whenever a station wishes to transmit a

message to some other station, it does so using a transmitter which is heard by some

receiver of the recipient as well as by receivers of some other stations; a transmis-

sion is thus selectively broadcast to a destination-dependent subset of the stations,

and we therefore refer to such topologies as Selective-Broadcas_ Interconnec_ions, or

S I3Z's.

Fig. 2.3 depicts an SI3Z with C = 3. This SI3Z will later be classified as

a (1, C)-path, equal-degree, bidirectional SI3Z. To construct it. the N stations
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werepartitioned into 4 groups,and 6 subnetworkswereconstructed, eachof which

interconnectsall stationsof sometwo groups. In general, such an ,.qBZ consists of

0.5 • C(C + 1) subnetworks, thus permitting throughput to increase quadratically

with C. This ,.qBZ provides C alternate paths among stations that belong to the

same group, but only a single path between any two stations that belong to different

groups. We will return to this ,.q/_Z in a later section.

Fig. 2.4 depicts a different ,.qBZ with C - 3. This ,.qBZ will be classified as a

single-path, equal degree unidirectional SB2" with disjoint subnetworks. Here, the

stations are partitioned into C groups, and each station is split into the transmit

part and the receive part. For each pair of groups, say (i, j), a dedicated subnetwork

carries transmissions from stations in i to stations in j. All stations in i and all

stations in j are connected to this subnetwork using one of their transmitters and one

of their receivers, respectively. This SBZ provides a single path from each station

to each other station. Since there are C groups, there are C 2 disjoint subnetworks,

and the number of concurrent transmissions that can be accommodated is roughly

twice as high as in the bidirectional S/32". This SB2" will be studied in great detail

later.

2.1.2 Unidirectional Broadcast Media

A unidirectional broadcast medium is one in which a signal propagates in one

direction. This is meaningful only when the medium is unidimensional, as is the case

with cables and with optical fibers. In later sections, we will show that unidirectional

media enrich the design space of interconnections; also, interesting implementation

environments, such as optical fibers, are unidirectional. Lastly, bidirectional media

can always be described in terms of unidirectional media, whereas the converse is

not true. Therefore, unidirectional media will be assumed from now on.
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Fig. 2.4 A bidirectional representation of a unidirectional, single path St3Z with

equal-degree, disjoint subnetworks and grouping. C = 3.

An interconnection that uses unidirectional media can be described as a directed

bipartite graph in which nodes on the left represent transmitters, nodes on the right
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TS BS

Fig. 2.5 Unidirectional representation of 9BI with C' = 3. Each box on the left

represents the transmitting part of a station; each box on the right repre-

sents the receiving half. Lines that are incident on boxes represent indi-

vidual transmitters and receivers. Intermediate nodes represent passive,

directional star couplers.

represent receivers, and there is an edge from node i to node j if and only if receiver j

can hear transmissions of transmitter i. The number of edges in the graph can often

be reduced sharply if intermediate nodes are added. We refer to those as directior_al

star couplers. A signal that enters a coupler through one of its inbound edges exits

it over all outbound edges. (A coupler is not a selector.) Figures 2.5 and 2.6 depict

unidirectional representations of ?BI with C -- 3 and of the unidirectional SBI

example, respectively. Each box on the left represents the transmit part of a station,

and each box on the right represents the receive part. Edges that are incident on
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Fig. 2.6 Unidirectional representation of the single-path, unidirectional equal-degree

SB2" with disjoint subnetworks and grouping. (C = 3.)

boxes represent individual transmitters and receivers.

Since transmitters and receivers are separate in a unidirectional description

of an interconnection, it is natural to address the slightly more general problem

of interconnecting NT transmitting stations, (TS's for short,) with NR receiving

stations, (RS's,) so as to permit the transmitting stations to send messages to the

receiving stations. In the sequel, we will consider this more general problem. Which

includes the interconnection of N bidirectional stations as a special case.
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2.1.3 Outline of the Remainder of the Chapter

Section 2 defines an SBZ, presents a set of attributes which are useful in the

characterization and classification of S_Z's, and states the focus of this research.

Sections 3 and 4 contain detailed studies of two classes of SETs, both of which

can be implemented with unidirectional as well as bidirectional media. In order to

facilitate the understanding of more general _q/3Z's, section 5 presents a criterion for

concurrency in unidirectional media, and shows why there are interconnections that

cannot be implemented with bidirectional media. Section 6 then presents a detailed

study of one such class of SBTs. Section 7 presents various ways of accommodating

nonuniform trai_c patterns. Section 8 compares the delay performance of a specific

class of SBZ's with those of SBB and of P/3I, and section 9 summarizes the chapter.

2.2 ,SI3ZDesign Space and Performance Measures

2.2.1 Definition

Given a set of transmitting stations and a set of receiving stations, an SI3Z

is a sin_e-hop interconnection which provides at least one path from each TS to

each RS. Furthermore, each transmission is heard by a proper subset of the RS.

Although this definition is very broad and is almost identical to that of a singie-hop

interconnection, our focus will be on certain classes of SB_" 's which have a regular

structure and in which the "selective broadcast" feature is very clear. The term

SBZ will be used primarily in reference to those topologies, and their performance

will be compared with that of P6Z.
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2.2.2 Classification of SB2"s

An SBI can be characterized as having or not having various attributes. Some

useful ones are:

- All TS's have an equal number of transndtters, and all RS have an equal number

of receivers. (Standard stations.)

- The number of disjoint paths between each TS and RS is k. (A k-path SB2" .)

- All transmitters reach an equal number of receivers, and all receivers can be

reached by an equal number of transmitters. In the bipartite graph representing

such an SB_, all nodes on the left have an equal degree, as do all the nodes on

the right. (Equal degree.)

- The sets of receivers reached by any two transndtters are either identical or

disjoint. (Disjoint subnetworks.)

- Two TS's, say i and j, are said to belong to the same group if and only if they

have equal numbers of transmitters and, for each transndtter of i, there is a

transmitter of j such that the two transmitters reach identical sets of receivers.

Similarly for RS's with receivers and transmitters exchanged. (Grouping inthe

weak sense of TS's and RS's, respectively.)

- If, in addition, transmitters of TS's that belong to different groups reach dis-

joint sets of receivers, (similarly for RS's,) the grouping is said to be in the

strong sense. Since any SB2" can be viewed as consisting of groups of size _> I

"grouping" will generally be used to refer to the strong sense, and an SB2" with

grouping is one that has grouping of TS's as well as of RS's. (Grouping in the

weak sense will be useful when the groups are of equal sizes.) Note that grouping

in the strong sense implies disjoint subnetworks.

- Station i can reach station j over a _ven subnetwork if and only if j can reach i

over the same subnetwork. (Bidirectional SBI".) Note that a bidirectional SB2"
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always has disjoint subnetworks.

It should be noted that there are S/3Z's for which the above attributes are not

suitable. For example, an ,.qI3Z that provides a single path between one pair of

stations but two paths between some other pair cannot be classified as a k-path

SBZ for any single k. Nevertheless, the above attributes will prove useful in the

sequel. Following are some examples of SBTs along with their classification. The

Sl3Z in Fig. 2.3 is classified as: standard stations, equal degree, grouping, disjoint

subnetworks and bidirectional. As for the number of paths between stations, it can

be described (with some abuse of notation) as a "(1, 3)" SI3Z, since it provides a

single path between stations in different groups and 3 paths between stations in the

same group. The SBTs depicted in Fig. 2.6 and 2.7 are both classified as standard

stations, single path, equal degree, disjoint subnetworks and unidirectional. (Uni-

directional = not bidirectional.) However, the one in Fig. 2.6 has grouping of TS's

as well as RS's, whereas the ,.qBI in Fig. 2.7 only has grouping of TS's. The SBI

depicted in Fig. 2.8 is unidirectional, single-path, equal degree but without group-

ing and with overlapping subnetworks. Finally, the ,.qB2" in Fig. 2.9 interconnects

nonstandard stations, provides a single path between any two stations, has unequal

degree and no grouping or disjoint subnetworks. In the sequel, all SBTs will have

standard stations, unless stated otherwise.

2.2.3 Possible Design Goals

Using stations with multiple transmitters "and receivers leaves great flexibility

to the designer, which can be used to achieve various goals. For example:

- Given the number of TS, (NT,) the number of RS, (NR,) the (NT x NR) traffic

pattern matrix, the transmission rate, the total number of transmitters and the

total number of receivers, design the ,.qBI that maximizes throughput. Alter-

natively, given the absolute traffic requirements but not the transmission rate,
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Fig. 2.7 Unidirectional, singlepath, equal-degreeSBZ with disjoint subnetworks
and grouping of TS's but without grouping of RS's. N = 1_o; C = 3.

design the SBZ which minimizes the transmission rate required to achieve the

traffic requirement. This could be the case for a fiber-optic interconnection with
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Fig. 2.8 Single path, equal degree ,.qBI. iNo grouping, overlapping subnetworks.)

N=6; C=2.

an unlimited number of fibersand connectors but a limited number of transmit-

tersand receivers.

- Similar to the above, but optimize the design for some other performance func-

tion, such as delay for a given throughput. In some cases, the exact traffic

pattern is not known and a performance measure can be defined over a range

of patterns. In other cases,the cost of interconnection components is of major

concern. In some applications,it makes sense to permit differenttransmission
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Fig. 2.9 Unidirectional, single-path SBZ with standard stations but unequal de-

gree, no grouping and overlapping subnetworks. N = 4; C = 2.

rates.

For any problem that is formulated, the solution may be constrained to have

some of the aforementioned attributes. For example, any SBZ that employs fre-

quency division as the sole means of permitting concurrency must have disjoint

subnetworks.

2.2.4 Research Focus

From the sample problems, it is clear that a vast number of problems can be

formulated. Rather than attempt to solve a multitude of specific problems, the

primary thrust of this research has been to find a useful classification of S/_2"s and

to understand the properties of several classes of re_o-ular SB2"s. The computational
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complexity of solving certain design problems under the constraint that an SI3Z

belong to a certain class has also been studied. Finally, Implementation issues

pertaining to SBZ's that belong to certain classes have been addressed, and are

discussed in chapter 3.

2.2.5 Performance Measures

The primary performance measure used in this research is _hroughput. The

throughput of an interconnection (for a given traffic pattern) is usually defined

to be the rate of successful receptions, summed up over all stations, when the

traffic pattern is adhered to. This definition of throughput is appropriate for single-

destination traffic and for interconnections in which sending the same message to

several destinations is the same as sending them different messages. However, in

interconnections that employ shared media, the reception of a message by several

stations may be a free byproduct of its reception by the destination. As will be seen

later, in an ,.qB2" with overlapping subnetworks, a message may even be received by

a station other than its destination in spite of the fact that its destination cannot

receive it. As a result, there are three possible criteria for determining whether a

reception of a message constitutes throughput.

(i) Destination-specific throughput. It is assumed that a message has a sin-

gle destination, and it is considered to constitute throughput if and only if

received by this destination. This is the most common definition of through-

put.

(ii) Destination-independent throughput. A message constitutes throughput if

received by some station. This applies if all the RS's are identical servers of

some sort, and it doesn't matter which server receives a request.

(iii) Reception rate. Each successful reception constitutes throughput; i.e., the

same message may be counted several times. This measure is appropriate
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only when there is an advantage to having a message received by multiple

stations. The case of multi-destination messages is a combination of (i) and

(iii).

The emphasis here will be on the first type of throughput, to which we refer

simply as "throughput". Nevertheless, some results will also be presented for the

other types. Since the comparison among various interconnections is largely inde-

pendent of the access scheme that is being used, throughput will be represented

by co_c_rre_c_, which is the ratio of throughput to transmission rate, assuming

an ideal access scheme and an infinite supply of messages. It should nevertheless

be emphasized that, like throughput, the concurrency of an interconnection is a

function of the traffic pattern; i.e., of the relative traffic level that is 'to be carried

between each pair of stations. As a reference for the performance of SB_, we note

that, regardless of traffic pattern, the concurrency of _BI with C __ 1 is C for the

first two types and/V. C for the third. A comparison of delay performance of SBI,

_B_ and SBB will also be presented. In chapter 3, more will be said about the

throughput with nonideal access schemes.

Another aspect of an interconnection's performance, which is of particular im-

portance to fiber optic implementations, is the power budge_. In this chapter, only

the number of receivers that must be reached by a transmitter will be addressed.

In the next chapter, other issues pertaining to power budget will be discussed, and

it will be treated in more detail.
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2.3 Unidirectional, Equal-Degree S13Z's with Grouping

and Disjoint Subnetworks

2.3.1 Characteristics

These ,..cl3Z's are characterized by the fact that they consist of a collection of

disjoint subnetworks, each of which connects a subset of the TS's with a subset of

the l_S's. All the TS's of a given subnetwork can reach all of its RS's through that

subnetwork. All transmitters on a given subnetwork are heard by the same receivers,

and transmitters on different subnetworks are heard by disjoint sets of receivers.

Similarly, two receivers on the same subnetwork hear the same transmitters, and

receivers on different subnetworks hear disjoint sets of transmitters. As a result,

such S/_Z's can be implemented using bidirectional as well as unidirectional media.

Furthermore, the separation between subnetworks need not be spatial; it can be in

the frequency domain, polarization, and even in the time domain.

The basic configuration in this class is the single-path SBZ. We will explain

how it is constructed and discuss its performance; then, various modifications will

be proposed and evaluated.

2.3.2 Construction of the Single-Path ,SI3Z

tn order to illustrate the versatility of this ,.ql3:T, let us consider the problem of

connecting NT transmitting stations, each with CT transmitters, to NR receiving

stations, each with CR receivers. While NT_NR is also possible with P/3I, CT¢CR

is not; therefore, whenever comparing the two, it will be assumed that CT-'CI_--C.

For convenience, it will also be assumed that

NT = P "CR and NR = Q "CT (2.1)

32



where P and Q are integers.

To construct this SI3Z, arrange the transmitting stations in CR disjoint groups,

each with P stations; similarly, arrange the receiving stations in CT disjoint groups,

each with Q stations. Next, construct CT" CR subnetworks, each connecting a group

of transmitting stations to a group of receiving stations. Viewed differently, each

transmitting station uses its jth transmitter to send messages to the 3th group of

receiving stations; similarly, each receiving station uses its ith receiver to receive

messages from the ith group of transmitting stations. Fig. 2.10, which shows the

transmitting and receiving stations at opposite ends of the drawing, represents a

logic diagram of the connections; observe that each transmitting station has only

one subnetwork in common with any given receiving station. Since there are CT" CR

disjoint subnetworks, the degree of concurrency in this arrangement can reach the

value CT" CR. Finally, we note that this SI3Z reduces to well-known configurations

in the following limiting cases:

a)NT-"NR=N; CT=CR=N - 1. This corresponds to a fully connected topology

with a point-to-point link from each transmitting station to each receiving station.

b) CT=CR=I. This is a single broadcast bus.

2.3.3 Performance of the Single-Path SI3Z

Unlike the concurrency with :P/3Z,which isalways C, the concurrency provided

by this SBZ, which can be as high as CT" Clt, depends on the trafficpattern.

Therefore, any comparison between the two must state the trafficpattern to which

itapplies.

Uniform trafficpattern and slngle-destlnationtransmissions

In thiscase, the CT •CR subnetworks of SBZ can be treated as independent,

identicalsubnetworks, each connecting P TS's to Q RS's; the throughput of SI3Z
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Fig. 2.10 Single-path, unidirectional, equal-degree ,.q/32" with disjoint subnetworks

and grouping; CT =_ CR. (N - 30; CT ----2; CR -- 3.)

can then be summarized by the expression

sBz BsBzS ssz=K ssz.cT sz.C R • . (2.2)
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The destination-independent throughput is the same as (2.2),and the maximum

reception-rateisNR •CR.

C _SZSince,for throughput purposes, 7)B2" can always be treated as indepen-

dent, identicalconventional broadcast networks, each connecting ArT transmitting

stations to NR receiving stations,its performance can be summarized by the ex-

pression

J'sz = K_'Sz . C_'Sz . B_'Sz. (2.3)

K is a constant which depends on the channel access scheme ( 0 < K _< 1). For

the time being, ideal access schemes are assumed, so K = 1. To permit comparison,

it is also assumed that CT-Ctt and that NT and Nit are the same in both systems.

The above expressions can then be interpreted in several ways:

• With C s_z -- C TM = C and B ssz -- B TM, the aggregate throughput of ,9/32" is

C times higher than of 7)B:Z, since it increases quadratically rather than linearly

with C.

• With S ssz -" S TM and C sBz = C TM -- C, the transmission rate required with

,9/32" is C times lower than that required with 7)/32"; i.e., slower (and cheaper)

transmitters and receivers may be used for the same throughput.

• With S ssz = S TM and B sBz __,sz CSSZ=/# , = _; i.e., 8BZ requires fewer

transmitters and receivers.

Since each subnetwork of 8BZ serves only N/C transmitting stations and N/C

receiving stations, as compared with N in 7)/3Z, the average fraction of time that

a subnetwork of ,SBZ serves each of its member stations is higher by a factor of C

than that fraction with 7)/32-. It follows that the average utilization of transmitters,

of receivers and, in the case of fiber-optic implementations with a central wiring

closet, of the fibers connecting stations with the wiring closet, is also higher by the
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same factor.

Multi-destination packets

Multicast to any subset of receiving stations that are connected to a given subnet-

work is a byproduct of any successful transmission over that subnetwork. However,

when several of a node's transmitters must transmit in order to reach the entire

set of intended recipients, the performance of ,,q/_I degrades, and if transmissions

by all CT transmitters are required, as is the case for full broadcast, $62" loses its

throughput advantage over 7_BZ. (With 7_BI, multicast is always a free byprod-

uct.)

Nonuniform traffic patterns

For nonuniform single-destination traffic patterns, the throughput with SBI may

become as low as that with a single bus. This happens, for example, if all the traffic

is from a single group of transmitting stations to a single group of receiving stations,

in which case only one subnetwork can be used. We also note that, for any given

source-destination pair, the maximum instantaneous data rate with SB2" is B, as

compared with C. B with _B2".

2.3.4 Power Budget

An important aspect in which the single-path SB2" outperforms _/_2" for any

traffic pattern is the power splitting. While the use of T_B2 " requires splitting the

power of each transmitter NR ways, it suffices to split it Na/CT-'Q ways for the

single-path SB2:. Observe that if a station has CT transmitters and is to be con-

nected to NR different receiving stations, the power of each transmitter must be

split at least NR/CT ways. Consequently, SB2: is optimal in this sense, and no

other single-hop interconnection can do better. In the next chapter, power budget

will be discussed in more detail.
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2.3.5 Performance Tradeoff

The fact that the concurrency with the single-hop ,.q/3Z can be as low as 1 and

as high as C 2, depending on the traffic pattern, whereas that of P/3Z is always

C, raises the question of whether one can do better than 7_6Z without sacrificing

flexibility. Lang, Valero and Fiol [28] addressed this question, with the assumption

that a single station never does more than one thing at a time. Given C buses,

they therefore consider performance not to be degraded as long as any C source-

destination pairs, such that no source or destination appears more than once, can

be accommodated concurrently. They have shown that

Ti >_ NT - C q- 1 (2.4)

and

>_(Nr+ lVR+ 1)-(C + (2.5)

where _ and R./ are the number of transmitters and receivers on the ith bus,

respectively. They have also shown that "minimal" configurations, i.e. those that

achieve equality in (2.5), can be obtained with _ -- NT. In this case, it is easy to

see that the total number of receivers can be reduced by at most C(C + 1). Since

the total number of receivers with 'PBZ is NR. C, the fraction of receivers that can

be saved, (C .q- 1)/NR, becomes negligible as the number of stations increases.

From the above results, it follows that there is a tradeoff between the maximum

concurrency for a uniform traffic pattern, Cmax, and the guaranteed concurrency,

Cmin; (for any pattern;) 5vBZ and the single-path ,.q/3Z are two extremes. We

next present two parameterized compromises, both of which are equal-degree S/_'Z's

with grouping and disjoint subnetworks. In both cases, the guaranteed (minimum)

concurrency is equal to the number of alternate paths between any two stations,

and the maximum concurrency is equal to the number of disjoint subnetworks.
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Fig. 2.11 Unidirectional, multiple-path, (two paths,) equal-degree S_Z with dis-

joint subnetworks and grouping. (S]?fP.) A representative station is

shown for each group. GT = 3, kT = 2, GR = kR = 1; CT =

2, CR=3.

A single multiple-path 5B:T (SMP)

The sets of TS's and RS's are partitioned into GT and GR groups, respectively. A

subnetwork is constructed to connect each possible combination of kT groups of TS

with each possible combination of kR groups of RS. Fig. 2.11 depicts an SMP. The

concurrency provided by an SMP is as follows:

Cmin (GT- 1_
Cmax = kT

CT= _T" kT kR ; CR =-_R" kT kR ;

Power split = kR. _--_R2 . (2.6)
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Fig. 2.12 Multiple single-pathS_Z's, each interconnecting allstations.(MSP.) A

representativestationisshown for each groups, m = 2; C = 4.

Multiple single-pathSBZ's (MSP)

m single-pathSBTs are constructed,each of which utilizesI/m of the transmitters

and receivers.Fig. 2.12 depicts an MSP. The concurrency provided by an SMP is

as follows:

CT. CR
Cmi n - m; Cmax =

77_

/vR
Power split = m. CT (2.7)

Comparison

To simplify the comparison, let CT = CR = C, GT = GR = G, kT = kR = k,

and NT = NR = N. A comparison, conducted by equating C and groin for the
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C Cmi_ Cmax

SMP MSP

18 9 36 36 108

Power Split

Hyb Hyb

N

SMP MSP

N N

Table 2.1. Common feasible values of (C, Cmin) for MSP, SMP and the Hybrid,

and the resulting Cmax and power split. (Unidirectional).

two approaches and then comparing Cmax and the power split, shows that the

performance is identical.

Although the identical performance suggests that the two approaches are per-

haps different ways of describing the same interconnections, this is not the case.

In fact, it can be shown that there are combinations of C and Cmi n that are only

feasible With one of the approaches. As an example, consider the case of Cmin=36

and C = 60. With SMP, this can be achieved by letting G = 5 and k = 3. However,

it is not feasible with MSP, since each subnetwork would utilize _-_ transmitters and

receivers of each station... Table 2.1 presents C, Cmin,Cmax and the power split

with the different configurations for the only combination of Cmi n _nd C, such that

1 < Cmi n < Cmax and C _< 20, which is feasible With all three configurations.

Yet another approach involves the utilization of a fraction of the transmitters and

receivers for the construction of a single-path SBZ ; the remaining are used for the

construction of a _PBZ. It will be shown to outperform the two previous approaches,

but it should be remembered that this is not an equal-degree SI3Z. (A transmitter

that is used in the _/3Z portion must reach NR receivers, whereas one that is in

the S/3Z portion reaches fewer receivers.)

A hybrid SI3Z -TP6Z hlterconnection

C t transmitters and C' receivers of each station are are used for a "P62", and the
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Fig. 2.13 Unidirectional hybrid SBZ-7_BZ. C = 3, C' = 1.

remaining ones are used for a single-path SBZ. An example of such an SI3Z is

depicted in Fig. 2.13. The performance is as follows:

Cmin = C' + 1; Cmax= C' + (CT -- C') . (CR -- C');

Power split(worst case) = NR. (2.8)

To compare this with the two previous approaches, let us again assume equal

Cmi n and C and compute Cmax. Using MSP terminology, the hybrid configuration

has

Cmax = (C- m + 1)2 + m- I, (2.9)

as compared with C2/rn for SMP and MSP. It can be shown that the performance

is equal if m = C or m = 1, and the hybrid performs better in all other cases.

(This is proved by showing that, for any given C, the difference is zero only at two

values of m, namely 1 and C, and that for m = C/2 the hybrid is always superior.)
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Furthermore, the performance advantage of the hybrid increases as C increases, for

any fixed value of m.

For the case wherein CT = CR = C, another way of describing the allocation of

transmitters and receivers to the two components of the hybrid SBI is as a fraction

of C: a • C transmitters and receivers of each station are used for a single-path

SBZ, and the remaining ones are used to construct a PBI. The performance is

then given by

Cmi n = (I - _). C + 1 = f_(C); Cmax = (1 --(,).C + _2.02 = _(C2). (2.10)

The performance of the hybrid thus incorporates the advantages of the two con-

stituentconfigurations,up to a constant factor.

For the sake of completeness, itshould be noted that the guaranteed concur-

rency of MSP can sometimes be improved by permuting the station numbers in

the differentconstituentsingle-hop S_Ts. However, thisviolatesthe grouping con-

straint;also,C must be sufBcientlylarge,so that no two stations are in the same

group in allconstituentsingle-pathsB_r_s.

The hybrid has another advantage, which isthe flexibilityin the allocationof

hardware to the two components. This is illustratedin Fig. 2.14, which shows,

for each of the three configurations,allfeasiblecombinations of Cmi n and Cmax

subject to the constraint that l<Omin<Omax and C _< 20. One can also see a

significantadvantage of MSP over SMP in thisrespect. Triangles, boxes and plus

signs correspond to SMP, I_SP and the hybrid, respectively.

2.4 Bidirectional Equal-Degree SB 's With Grouping

A bidirectional SBI is an S/3I which consists of disjoint subnetworks, such that

station i can reach station j over a given subnetwork if and only if station j can
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Fig. 2.14 Feasible (Cmin,Cmax) combinations with unidirectional SMP. 5ISP. and

a hybrid.

reach station i over the same subnetwork. In other words, a bidirectional .gBZ is

a collection of disjoint subnetworks, each of which provides bidirectional commu-

nication among a subset of the stations using one of their transmitters and one of

their receivers. It should be noted that a bidirectional .9/32" can be implemented

using bidirectional as well as unidirectional media. However, if transceivers are to
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be used, the media must be bidirectional. Since each subnetwork is identical to a

broadcast bus, (interconnecting only a subset of the stations,) the bidirectional SBZ

can be operated in conjunction with any access scheme. This will be elaborated

upon in chapter 3.

2.4.1 Design Space and Graph Representation

A station of a bidirectional ,.qBZ must clearly have an equal number of transmit-

ters and receivers; for convenience, we think of them as transceivers. The intercon-

nection designer must allocate transceivers to stations, and then assign transceivers

to subnetworks so as to provide single-hop connectivity aznong the stations.

A bidirectional ,,qBZ can be modeled as an undirected graph, with Ci nodes

representing the ith station. (One node per transceiver.) There is an edge be-

tween two nodes if and only if the corresponding transceivers can hear each other.

Alternatively, it cau be modeled as a directed graph.

2.4.2 Bidirectional SBI for Maximum Throughput with a Uniform

Traffic Pattern

From symmetry considerations,itisobvious that allstationsshould be equipped

with an equal number of transceivers;we denote it by C. It is also clear that

maximum throughput willbe attained with a single-path SB27. Finally,we note

that allbidirectionalSETs have disjointsubnetworks, and arriveat the following

construction rule: divide the stations into (C + 1) groups of equal size. Next,

construct a subnetwork for each pair of groups; each such subnetwork interconnects

allstationsin both groups. The number of subnetworks is

C.(C + I) (2.11)
2
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Fig. 2.15 Bidirectional SHIP. G = 4, k = 3, C = 3.

and each station is a member of exactly C of them. We observe that the bidirec-

tional, single-path S/_2" provides C paths between two stations that are members of

the same group. In fact, a bidirectional SB2" with grouping can always be described

as a (k, C) SB2", providing k paths between any two stations in different groups and

C paths between stations in the same group. A (1, 3) SB:T is depicted in Fig. 2.3.

2.4.3 Performance TYadeoff

For nonuniform tra_c patterns, the performance tradeoff here is similar to the

one encountered in the single-path unidirectional SBI. As in the unidirectional

case, three parameterized approaches are explored.

A Single Multiple-Path_ Equal-Degree Bidirectional SB:r (SMP)

This SBI is constructed in a similar manner to the single-path one, except that now

each subnetwork interconnects stations of k > 2 groups. G is again used to denote

the number of groups. Fig. 2.15 depicts such an S/32". The maximum concurrency,

Cmax, which is achieved for a uniform traffic pattern, is the number of subnetworks
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that can be constructed;the minimum concurrency, Cmi n, isequal to the number of

subnetworks that any two groups have in common. The followingequations relate

the various parameters:

Cmin= k-2 ; Cmax= ; G

N

Power split = k._. (2.12)

Multiple (1, C/m), Equal-Degree Bidirectional SB2"s (MSP)

These are simply m identical (1, C/m) bidirectional SB:T's, each employing c

transceivers per station. The performance is

Crain = rn; Cmax =
C. (C + m).

2m

2.m.Y

Power split = C (2.13)

This holds for values of m which divide C. Fig. 2.16 depicts such an SB:T.

Hybrid SB:T -T'B:T interconnection

As was the case with the unidirectional ,gBI, C' transmitters and receivers of each

station are used to construct C' parallel buses, and the remaining ones are used to

construct a (1, C - C') bidirectional, equal-degree SB:T. Again, it is important to

note that this hybrid SET is not equal-degree. The performance with the hybrid

configuration is

Cmi n = C' + 1; gmax - C'-t- (C - C'). (C - C' -t- 1)/2;

Power split (worst case) - N. (2.14)
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Fig. 2.16 Bidirectional MSP. m = 2, C = 4.

Comparison

Let us again equate C and the worst case concurrency (Cmin) , and compare the

resulting maximum concurrency (Cmax) as well as the power split. For convenience

in analysis, ]¢ and G are used as the independent variables, and C, Cmax and the

power split are expressed in terms of those.

SMP

Cmax = ; Power split = _-. N. (2.15)

47



MSP

m = Cmi n = ; C = G ;

Cmax = "2-G" 1 + "
(2.16)

Therefore,

(0.5+2_G) ._SMP < _MSP <f _SMP_tlrga_g o vtlrgttZ o _tlr_Qz
(2.17)

with equality only in the case that both reduce to a single bus (G = k) or to a

single single-path ,9B27 (k = 2). As for power split:

Power split: 2(k-1).N. (> k
G-1 _.. N.) (2.18)

The bidirectional SMP thus also provides a better power split than the bidirectional

MSP.

Hybrid

C' = Cmi n- 1 = - 1;

Cmax= "2-G.(G-1) 1 "
(2.19)

It can be shown that the hybrid outperforms the SMP, with equality only when

k = 2, G-l, or G. The equality can be shown by direct substitution. The inequality

in all other cases is shown as follows: by simple manipulations and factorization of

terms, the condition for inequality reduces to

) > (k - 1)(2G- k- 2)-  -7e z k5
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The right hand side is monotonicaUy increasing with k, and assumes its maximum

finite value at k = G - 1, which yields G - 2. The left hand side assumes values that

are smaller than or equal to G - 2 only when k = 1, 2, 3, G - 1 or G. Substituting

these values, we see that k = 1 is not feasible, k = 2 and k = G - 1 yield equality,

and k = 3 yields an inequality, k = G was shown to yield equality in (2.19). This

completes the proof.

The hybrid thus outperforms both MSP and SMP, with equality only in extreme

cases. As in the unidirectional case, the hybrid approach provides guaranteed con-

currency which is linearly proportional to C as well as a maximum concurrency

which grows quadratically with C. However, in both cases there is a tradeoff be-

tween performance and power budget. The two equal-degree approaches are quite

similar in both respects; the S/_Z +7>BZ can be significantly better in performance,

but is significantly worse in terms of power budget. The three approaches also

differ in the degree of flexibility that is provided to the designer. In the SMP, G

and k must satisfy _. (_) = C; in MSP, m must divide C; the least restrictive

is ,.913Z +'PBZ, in which any number of transceivers (0...C) may be used for the

?BZ. This is illustrated in Fig. 2.17 which shows, for each of the three configu-

rations, all feasible combinations of groin and Cmax subject to the constraint th£t

1 < Cmi n < Cmax and O _< 20. Triangles, boxes and plus signs correspond to SMP,

MSP and the hybrid, respectively.

Table 2.2 presents C, groin, Cmax and the power split with the different config-

urations for all combinations of groin and C, such that 1 <gmin<gmax and C < 20,

which are feasible with all three configurations. Fig. 2.17 and table 2.2 both suggest

that in practice, when it is desired to achieve a certain combination of gmin and

gmax, the choice between SMP and MSP may depend primarily on feasibility.
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Fig. 2.17 Feasible (Cmin,Cmax) combinations with bidirectional SMP, MSP, and

a hybrid.

2.4.4 Relationship between the Unidirectional and Bidirectional SGZ_s

In order to convince the reader that the unidirectional and bidirectional Sl3Z's

are not unrelated, we now explain how the (1, C) bidirectional SI3Z can be obtained

from a single-path unidirectional SI3Z with C + 1 transmitters and receivers per

station. In the unidirectional SBZ, subnetwork (i,j), 1 < i,j < C + 1, connects
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C Cmi n Cmax Power Split

6 3

15 5

20 10

SMP

10

35

35

MSP

9

30

30

Hyb

12

70

75

ShIP

_N

MSP

N

2N
3

N

Hyb

N

N

N

Table 2.2. Common feasible values of (C, Cmin) for MSP, SMP and the Hybrid,

as well as the resulting Cmax and power split. (Bidirectional.)

the/th group of TS's to the jth group of RS's. To obtain the bidirectional SI3I,

combine subnetwork (i,j) with (j,i) whenever j _ i. Since each subnetwork now

interconnects all member stations in both directions, remove subnetworks (i, i) and

do away with one tra_mitter and one receiver per station. The result is a (1, C)

bidirectional S BZ.

2.5 Concurrency with Unidirectional Broadcast Media

2.5.1 A Graph Model for Unidirectional Media

Any interconnection that uses unidirectional media can be described as a di-

rected acyclic graph, (DAG,) in which source nodes (indegree zero) represent trans-

mitters, destination nodes (outdegree zero) represent receivers, and there is a path

from node i to node j if and only if receiver j can hear transmissions of transmitter

i. Contrary to their role as switches in networks employing point-to-point links.
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intermediate nodes in unidirectional broadcast media act as directional couplers: a

signal which appears on one of the inbound edges exits over all outbound edges.

Each transmitter thus spans a tree in the graph, (of which it is the root), and a

transmission is heard by all the leaves of the transmitter's tree. It should be noted

that trees rooted at different transmitters may nevertheless have some common

nodes and edges.

2.5.2 Interference -A Criterion for Concurrency

Assuming that a receiver can receive a message if and only if that is the only

message that it hears, two paths in an interconnection employing point-to-point

links must be edge-disjoint in order for successful transmissions to take place over

them concurrently. (Node-disjointness may or may not be required, depending

on the architecture of the intermediate nodes.) However, in an interconnection

employing broadcast media, a stronger condition must be met: for two successful

transmissions to take place concurrently, the recipient of one transmission must not

be in the tree spanned by the transmitter of the other transmission.

To facilitate the determination of the concurrency provided by a graph, we next

present a relationship between two paths in a graph, which can serve as criterion

for determining whether or not concurrent successful transmissions can take place

over them.

Definition. path (A, B) in a directed graph interferes with path (C, D) if and only

if there is a path (A, D). The interference of path a with path b is denoted by

I < a, b >. Two paths can carry concurrent successful transmissions if and only if

they are mutually noninterfering.

If one is interested only in paths between source nodes and destination nodes,

as we are, the general directed graph can be replaced with an equivalent directed
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Fig. 2.18 Interference in a directed graph. (A,B) interferes with (C,D), and

(C, D) interferes with (E, F). However, (C, D) does not interfere with

(A,B), (not commutative,) and (A, B) does not interfere with (E, F).

(Not transitive.)

bipartite graph; each source-destination path in the original graph is represented

by a source-destination edge in the bipartite graph, and parallel edges are then

consolidated.

Theorem 2.1. Interference has the following properties:

1) In general, it is not commutative and not transitive.

2) I < (A,B),(C,D) > in aDAG G if and only ifI< (D,C),(B,A) >in the

DAG G' which is obtained from G by reversing all of its edges.

3) In a graph with commutative interference, interference is also transitive.

4) If, in a given bipartite graph G, interference is transitive, and all source nodes

have equal degrees, then interference is also commutative in that graph.

Proof

1) In Fig. 2.18, for example, I < (A, B), (C, D) > and I < (C, D), (E, F) >;

however, (C, D) does not interfere with (A, B) (not commutative) and (A, B)

does not interfere with (E, F) (not transitive).

2) I < (A,B),(C,D) > _ 3(A,D) in G. Therefore, 3(D,A) in G', and hence
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I < (D,C),(B,A) >. Similarly, I < (D,C),(B,A) > =_ I < (A,B),(C,D) >.

Corollary. paths (A, B) and (C,D) in G are mutually noninterfering if and

only if, in G', (B, A) and (D, C) are mutually noninterfering. Graphs G and

G' thus have the same concurrency properties. This will be elaborated upon in

chapter 3.

3) Let F(A) be the set of vertices to which there is a path from A.

(a) Commutative interference =_ (I < (A,B),(C,D) > ¢_ r(A) = r(c)).

Proof- I < (A,B),(C,D) > =_ for all i 6 r(A), X < (A,i),(C,D) >. Due to

commutativity, this implies that I < (C, D), (A, i) >, and thus that F(A) C

F(C). Similarly, since I < (A, B), (C, D) > =_ I < (C, D), (A, B) >, it follows

that F(C) C_r(A). Consequently, r(A) = r(c).

The reverse direction is trivial.

(b) From (a) it follows that the commutativity causes the transitivity of inter-

ference to be equivalent to that of equality, thus completing the proof.

4) Transitivity implies that (I < (A, B), (C, D) > and I < (C, D), (E, F) >) =_

I < (A,B),(E,F) >. Therefore, I < (A,B),(C,D) > =_ r(A) r(c). Since

ilr(A)il = IIr(c)l], (equal degree,) it immediately follows that r(A) = r(c).

This, in turn, implies "that I < (C, D), (A, B) >. []

2.5.3 Determining the Maximum Concurrency of a Given Graph

An important attribute of a directed graph is the maximum number of concur-

rent successful transmissions that it can support; i.e., the maximal set of mutually

noninterfering edges in the corresponding bipartite graph. (In "conventional" graph-

theoretic terms, we wish to find the maximal set of vertices such that the subgraph

induced by them is a perfect matching.)
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Proposition 2.2. the problem of finding the maximal set of mutually noninterfering

edges in a given bipartite graph, and the problem of finding the cardinality of that

set, are both NP-complete in the number of vertices.

Proof

a) Reduction from maximal independent set (MIS)[29]

MIS. An independent set in a graph G - (V, E) is a subset V I C_ V such that, for

all u,v E V r, the edge (u,v) is not in E. The independent set problem asks, for

a given graph G -- (V, E) and a positive integer J <_ jV I, whether G contains an

independent set V I having ]VII >_ J. We will use an equivalent version, namely that

of determining the largest value of J such that the answer to the original one is

"yes".

Given an instance (V, E) of MIS with [[Vi] = N, construct a bipartite graph as

follows: on the left side, place 3N vertices, designated A1 ..AN, B1..BN, C1 ..CN. On

AI..A N B_ r_, _l _, _,the right side, place 5N vertices, designated i i , "-'1 .-'-'N, B_r, C_,, _'_1 "" _'_N '

C_. For all 1 < i < N, connect Ai with A_, with B_' and with C_'; next, connect Bi

with B_ and with B_'; finally, connect Ci with C_ and with C_'. This completes the

input-independent part of the construction. Now, for all (i, j), i _ j, connect Ai

with B_ and with C_ if and only if (Y_, _) e E: Fig. 2.19 depicts a sample instance

of MIS along with the corresponding instance of MNIE. The thick edges correspond

to the input-dependent portion of the construction.

Clahva the maximum number of mutually noninterfering edges, []MNIE][, is 2N +

[IMIS]I. Also, {_ : Ai is the source of an edge in the maximal set of mutually

noninterfering edges} = MIS.

Proof.

(1) IIMNIEII _> 2N + IIMIS{I. Given the instance of MIS along with the solution,

we construct a set of mutually-noninterfering edges in the corresponding instance
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Fig. 2.19 Reduction from MIS (top) to MNIE (bottom). MIS={1,3}. MNIE=

{(A1,A[), (B1,B_), (C1,C_), (A3, A_), (B3, B_), (C3, C_), (B2, B "_21,

(c_, c_')}.

of MNIE _ follows. For(/ : _ G MIS}, select (Ai, A_), (Bi, B_) and (Ci, C_).

56



For (i : 1/] _ MIS}, select (Bi,B_') and (Ci, C_'). To see that these edges are

mutually noninterfering, we consider each type separately. Edges of type (Bi, B_')

and (Ci, C_ l) can only be interfered with by an edge whose source is Ai. Since no

edges involving Ai were chosen for i such that _ _ MIS, the edges of those two

types are not interfered with. Since these edges can only interfere with (Bi, B_)

and (Ci, C_), respectively, and those were not chosen for vertices not in MIS, there

is no problem. As for vertices in MIS, all the edges corresponding to them begin

and terminate at the same i, or at single-primed nodes representing vertices not

in MIN. However, no edges terminating at such nodes were selected, so there is no

interference.

(2) Any solution that involves A_ and A j, such that (_, Vj) E {E}, can be improved

upon by not using A_. This is so because if both Ai and Aj are used, it follows that

Bi and 6'/cannot be used. If Ai is not used, (Bi, B_ _) and (Ci, C__) can be used; this

results in an increase of one in the number of selected edges.

We conclude that any locally optimal selection will appear to have been con-

structed as explained in (1), with MIS replaced by some independent set. It follows

immediately that the global optimum is indeed (1). It is also obvious from the

construction that MIS= {i : Ai is the source of an edge in the maximal set of

mutually noninterfering edges}.

b) Reduction to Maximum Clique. For each edge in a given instance of MNIE, con-

struct a vertex in the corresponding instance of maximum clique. Next, connect V_

and Vj if and only if the corresponding edges in MNIE are mutually noninterfering.

The proof is trivial.
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2.5.4 Throughput of an Equal-Degree Bipartite Graph for Randomized

Transmissions with Random Destinations

Consider a bipartite graph whose vertices are T transmitters with outdegree

Q and R receivers with indegree P. A slotted time system is assumed. In each

time slot, each transmitter transmits with probability p. Whenever it transmits,

the destination is chosen at random and with equal probabilities from among the

Q candidates. The transmission process is independent from transmitter to trans-

mitter and from slot to slot. We refer to this as a Bernoulli (p) process.

Proposition 2.3. The maximum type-1 throughput of any such graph (maximized

over p) is at least 1. _. (It increases as P decreases; for P = 2 it becomes 0.5. _.)

Proof

Pr{a given receiver receives a transmission in a given time slot} =

= P. - p)P-1

(2.20)

The aggregate throughput is obtained by multiplying this by the total number

of receivers, R. It is maximized by setting p = _r, yielding

R ijp_ 1
s .x = -6.(1- P, (2.21)

Therefore,

1 R R

-'--e Q -<S''x-<0"5"_' C>_2. (2.22)

R
Corollary. With an unslotted system (pure ALOHA), S,..z _> 2/;- ZT"
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2.5.5 Maximum Concurrency of an Equal-Degree Bipartite Graph

Consider bipartite digraphs with T source nodes (transmitters), each with out-

degree Q, and R destination nodes (receivers), each with indegree P. Parallel edges

are not allowed.

Proposition 2.4. The maximum number of concurrent successful transmissions, i.e.,

transmissions that are received concurrently by their destinations, (maximum over

all such graphs and over all source-destination combinations,) is

Concurrency _< min -_ _ _--- _ ,
(2.23)

Proof- Let us denote the transmitters by {Ti : i = 1, 2, ..., T} and the receivers by

{Ri: i - 1,2, ..., R}. Let F(Ti) denote the set of receivers that can hear Ti and let

F-I(R4) denote the set of transmitters that can be heard by/_i.

Suppose that there is a successful transmission from Ti to Rj; edge (i, j) in the

bipartite graph is then said to be in state S (for success). It follows that all edges

{(i, l) : I e r(i), l _ j} are carrying redundant information; i.e., they are active

but cannot constitute successes; their state is denoted by RED. Since those edges

are active, all edges {(rn, l) : m e r-l(l), rn # i} are indirectly redundant (state

iRED), in the sense that if they are active, they cannot carry a successful packet

(because I already hears i). Since Rj must not hear any other transmissions, all

edges {(re,j) : m e r-l(j),m # i} are blocked (state B). Furthermore, all edges

{(re, n) : m • r-l(j), n • r(m), n # j} are indirectly blocked (state iB), since

the blocking of (m, j) prevents m from transmitting.

The first upper bound is obtained as follows. Observe that an edge may be in

several states at the same time. As illustrated in Fig. 2.20, the permitted combi-

nations are: (B, iB), (RED, iRED) and (iB, iRED). However, the sets of edges
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Fig. 2.20 Possible statesof edges with unidirectionalbroadcast media.

in S, B and RED are disjoint. Furthermore, each edge in B and in RED can

be associated with a single edge in S. Assuming that all the overlaps take place,

(optimistic assumption,) only the edges in S, B and RED have to be counted. For

each edge in S, there are (Q - 1) edges in RED and (P - 1) edges in B. Since the

total number of edges in the graph is T- Q (= R. P - ,¢_:"Q'T'_, it follows

[ P+Q-, ]"that the total number of edges in S cannot exceed

The second upper bound is obtained by subtracting the minimum number of

edges that are affected by a single edge that is in state S from the total number

of edges. A single edge in S causes (P - 1) edges to be in B, and each of those

causes (Q - 1) edges to be in lB. Similarly, it causes (Q - 1) edges to be in RED,

and each of those causes (P - 1) edges to be in iRED. As in the previous case,

an edge can be in both iRED and iB, but the other combinations are impossible.

Therefore, another upper bound is _- P. Q q- 1.
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2.6 Unidirectional, Equal-Degree SI3Z's

In this section, we consider the more general class of equal-degree SBZ's, not

necessarily with grouping or with disjoint subnetworks. Our focus will be on perfor-

mance for a uniform traffic pattern, as well as on performance bounds for nonuni-

form patterns.

2.6.1 Maximum Throughput with Randomized Transmissions and a

Uniform Traffic Pattern

Consider any unidirectional, equal-degree ,.qBZ with k alternate paths from each

TS to each RS. Recalling that an equal-degree ,.qBZ corresponds to a bipartite graph

with equal degrees for all transmitters and equal degrees for all receivers, proposition

2.3 can be applied to this situation. In doing so, it is also assumed that all the

transmitters of a TS can operate independently, and so can the receivers of an RS.

The following substitutions are made for the variables appearing in the proposition:

T NT CT; R lVR OR;Q k._ k._= " -- " = _T; P = _" The result is

1 CT'CR CT'CR
-" < Smaz < 0.5" (2.24)
e k - - k

This result is consistent with the results for a unidirectional equal-degree ,.,¢B2" with

grouping and disjoint subnetworks, including the identical performance of the MSP

and SMP. It should be noted that this does not contradict the difference between the

bidirectional MSP and SMP. In that case, equating Cmi n and C does not guarantee

equal numbers of intragroup paths, so the nodal degrees in the two variants may

be different. It is also important to note that the class of equal-degree ,.qBZ's is

very broad, yet the above results are the same for all. This allows the designer to

incorporate other considerations into the design, without altering the performance

for the uniform traffic pattern.
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Let us now considerthe situation wherein a TS can operate at most one of its

transmitters in any givenslot, and an RS can receiveat most one transmission in

any given slot. Each receiver is neverthelessassumedto be capable of indepen-

dently deciding whethera transmissionthat it hearsis receivable(no collision), and

whether or not a receivabletransmissionis intendedfor its RS. Therefore,whenever

the receiversof an RS hear at least one receivabletransmission which is intended

for their KS, one of those transmissions(chosenat random) is received.The trans-

mission processof eachTS is assumedto be Bernoulli (p. CT); the transmitter is

selected at random and the destination is selected at random from among those that

can hear that transmitter. To facilitate analysis, a single-path ,.q62" is considered.

To calculate the throughput, observe that:

(i) A receiver can hear at most one transmitter of any given transmitting sta-

tion. Therefore, the reception process at a given receiver is not affected by

a dependence between the transmission processes of different transmitters

within the same TS. (This holds for multiple-path SBTs as well.)

(ii) The subsets of transmitting stations that can reach two receivers of the

same RS are disjoint. Consequently, the packet arrival processes at two

such receivers are independent. (This is not true for a multiple-path SB2".)

From (i), it follows that the probability that a given receiver hears a receivable

transmission which is intended for its RS is

p" CT (1 p" CT _ P-1 _(1 p)P-I (2.25);sR=P. ;v7 J =P" -

i.e., the same as in the previous case.

From (ii), it follows that the throughput of a receiving station is

(2.26)



• and the aggregate throughput isthus

(2.27);

This is maximized by setting p = _, yielding (for P >> 1)

(2.28)

Ife- Q _;_CR, thisbecomes I. CT" CR, which was the resultin the firstcase.

In other words, the probabilityoftwo or more receiversof the same station hearing

receivablepackets intended for them in the same time slotisnegligible.

2.6.2 Increasing the Maximum Throughput for a Uniform Traffic

Pattern by Deterministic Scheduling of Transmissions

2.6.2.1 Motivation

Having seen that a throughput of 1/e • CT. CR can be attained with random

transmissions, it is natural to ask whether one can improve by scheduling the trans-

missions deterministically. Knowing that the _ factor represents collisions, it is

clear that one should be able to achieve 1. CT" CR. Furthermore, for certain equal-

degree SB2"'s, such as the single-path SB2" with disjoint subnetworks and grouping

(in the strong sense), this is also an upper bound. (As can be seen in Fig. 2.6,

the latter can be represented by a graph with a minimum cut of CT • CR, which

is obviously an upper bound on concurrency.) Therefore, if it is possible to attain

higher throughputs, more complicated SBZ's must be used; also, unlike the result
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for randomized transmissions,which held for all equal-degreeS6Z's, the results of

this section will obviously depend on the specific S/_Z.

We next show Sl_Z's which can achieve a higher concurrency than CT" CR,

while retaining the equal-degree property. Grouping is only in the weak sense, but

the groups are of equal size. The description will include the logical interconnection

as well as a transmission schedule. It will initially be required that CT and CR be

even and that CT = CR -- C. Some of those assumption will then be relaxed.

2.6.2.2 Achieving 1.5. C 2 with CT = CR = C (Even)

Logical interconnection

Divide the transmitting stations (TS) into 3C groups of equal size; similarly, divide

the receiving stations (RS) into 3C groups of equal size. All stations within a group

will have identical logical interconnections; we will therefore speak of the groups

as if they consisted of single stations. All computations are modulo 3C, unless

stated otherwise. Since each TS has C transmitters, it follows that each transmitter

must be connected to receivers of 3 groups of itS. Similarly, each receiver must be

connected to transmitters of 3 groups of TS. The first transmitter of each TS in

the kth group is connected to RS groups k through k + 2; the second transmitter is

connected to groups k + 3 through k + 5, and so on.

The exact interconnection rule, depicting the transmitter and receiver numbers

in addition to the group numbers, is as follows. Let i be an odd integer, i E

{1, 3, ..., (C - 1)}. The ith transmitter of a TS that belongs to the kth group is

connected to the ith receiver of each RS in group [k + (i - 1)3] and to the (i + 1)th

receiver of the each RS in the two following groups. The (i + 1)th transmitter is

connected to the ith receiver of each itS in groups [k + 3 + (i - 1)3] and [k + 3 + (i -

1)3 + 1] and to the (i + 1)th receiver of each RS in the following group. Note that

64



for odd i, one third of the connections of an ith transmitter are to ith receivers, and

the remaining two thirds are to (i + 1)th receivers. To balance this, two thirds of

the connections of an (i + 1)th transmitter are to ith receivers and only one third

are to (i + 1)th receivers. Finally, note that the transmitter and receiver numbers

can be divided into pairs {(1,2), (3, 4),...,(C - 1, C)}, and all interconnections are

between numbers in the same pair. Therefore, the different pairs can be scheduled

independently and concurrently without interference. The logical interconnection

is valid for all values of NT and NR, provided that they are both divisible by 3C.

Fig. 2.21 shows the connection of a typical group.

Schedule

The schedule will be stated in terms of which (TS group, RS groups) may com-

municate in each time frame. Once a pair of groups is specified, the scheduling

of the exact pairs of stations that may communicate can be done -n many differ-

ent ways, including deterministic schedules as well as any desirable access scheme.

In the calculations of concurrency, we will count the number of group pairs that

may communicate concurrently, thus implicitly assuming perfect utilization of each

frame. Once an access scheme is specified for the scheduling within ai_group, the

results can be multiplied by the utilization factor of that scheme. (e.g. _ for slotted

ALOHA, 1 for TDMA.)

Since the schedules for the ,_ different pairs of transmitter numbers can be

executed concurrently without conflict, the schedule will be described for a single

pair; this is done by denoting the transmitter number only as "odd" or "even". It

should also be noted that the schedules for the different pairs can be executed with

any desirable relative phases, and it is therefore possible to prevent frequent (and,

more important, overlapping) transmissions or receptions by any given station. A

schedule will be specified as a collection of triplets. The first element specifies
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Fig. 2.21 Interconnection for 1.5C 2 with CT = CR, both even. Each group is

represented by a single station, and the interconneetion is shown for TS

groups I and III. (C = 2.)

whether the transmitter number is odd or even; the second is the number of a TS

group; the third specifies which of the 3 groups to which the transmitter is connected

includes the destination RS. The advantage of this description is that it is true for

all transmitter numbers. The schedules will be expressed in a pseudo Pascal format.

Whenever the word "concurrently" appears in a loop statement or in a begin block

statement, all iterations of the loop or block are executed concurrently.

begin

{Mode 1. Odd-numbered transmitter to odd-numbered receiver or even to even, but not both}

for m:=l to 2 do

begin
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case m of

1:T:-'odd, Connection:=1;

2: T:=even Connection:=3;

end

for i:-1 to 3"C do concurrently{concurrentlyforall TS groups. }

begin

[T,i,Connection]

end;

end; {form:=l to 2}

{Note that,by specifyingT only asodd oreven, itisimpliedthat thisisexecuted concurrently

for allodd or alleven transmitternumbers.}

{Mode 2. Odd-to-even and (concurrently)even-to-odd.}

for m:=l to 4 do

begin

case m of

1,3:d:=-1;

2,4: d:-0;

case m of

1,2:ConnectionOdd:=2, ConnectionEven:=2;

3,4:ConnectionOdd:=3, ConnectionEven:=1;

end

case m of

1,3:dgroup:=0;

2,4:dgroup:=1;

for i:=1 to 3"C/2 do concurrently{concurrentlyforallodd or alleven TS group numbers. }

begin

j:=2*i+d;

begin concurrently{ concurrentlyforallodd and alleven transmitternumbers.}

[odd,j,ConnectionOdd]

[even,j+dgroup, ConnectionEven]

end;

end;

end; {form:=l to 4}

{Note that thismode isexecuted concurrentlyfor alltransmitternumbers.}

end.
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The concurrency is calculated as follows. In mode 1, all 3C groups of TS

operate concurrently, and each group employs either the odd or the even transmitter

numbers; i.e., C/2 transmissions per group. The concurrency is therefore 1.5- C 2.

In mode 2, only every other group of TS is allowed to transmit in any given slot,

but each transmitting group may use all transmitter numbers, so again we have

1.5- C 2.

2.6.2.3 Achieving 1.5- CT. CR with CT 7_ CR (Even)

Logical interconnection

Again, one third of the connections of an odd-numbered transmitter will be to

odd-numbered receivers and the remaining two thirds will be to even-numbered

receivers. The opposite holds for even-numbered transmitters. As before, the first

transmitter of a TS in group k will be connected to receivers of RS's in _T of

the groups, beginning with group k; the second transmitter will be connected to

receivers of RS's in the next batch of groups, etc. The main difference is in the fact

that each transmitter of any given station is now connected to receivers with all

numbers. The fact that the number of connections of an odd-numbered transmitter

to an even-numbered receiver is twice as large as the number of connections of such

a transmitter to odd-numbered receiver, combined with the fact that the unit of

resolution is a group, forces us to have _CTCR groups of TS and the same number

of RS groups.

The exact interconnection rule is as follows (All math is modulo the number

of groups.) Let i be an odd integer, i 6 {1, 3, 5, ..., CT -- 1}. The ith transmitter

of a TS in group k is connected to the first receiver of each station in RS group

[k+(i- 1) .3gCR], to the second receiver of each RS in the two following groups, to

the third receiver of each RS in group [k + (i - 1). 3I_CR + 3], to the fourth one of each

RS in the two following groups, and so on up to and including the CRth receivers of
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group [k + i. _C/t]. Fig. 2.22 illustrates the interconnection for a typical TS group.

It should be noted that this intercormection can also be used when CT = CR, but

it requires an unnecessarily large number of groups.

Schedule

For brevity, the schedule will only be outlined. The details can be reconstructed

using the previous examples along with the specification of the logical interconnec-

tion.

Mode 1. Odd-numbered transmitter to odd-numbered receiver or even to even, but

not both.

For all groups of TS (concurrently), let an ith transmitter, (i odd,) transmit to one

of its odd-numbered destination receivers. Repeat as necessary to cover all such

destinations and all odd is. Then, do the same using even-numbered transmitters

and their even-numbered destination receivers.

Mode 2. Odd to even and even to odd.

For all odd-numbered groups of TS (concurrently), let an ith transmitter, i odd,

transmit to one of its even-numbered destination receivers. At the same time, for

all odd-numbered groups of TS, let an (i + 1)th transmitter (even) transmit to one

of its odd-numbered destination receivers. By examining the interconnection, it can

be seen that this combination can reach only one half of the possible destinations.

(It will be repeated as necessary to achieve that.) To complete the schedule, it will

be repeated in a similar way for even-numbered groups and then for even-numbered

groups doing the even-to-odd and odd-numbered groups doing odd-to-even and vice

versa. Also, each portion of the schedule will be repeated for all values of i.

The concurrency is calculated as follows. In mode 1, each group of TS transmits

once in each slot, and this is also the concurrency. The number of groups is 1.5 •

CT • CR. In mode 2, the number of concurrent transmissions is again equal to the
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Fig. 2.22 Interconnection for 1.5CTCR with CT :_ CR, but both even. Each group

is represented by a single station, and the interconnection is shown for

a single group of TS's. (CT = 2, CR = 4.)
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number of groups.

2.6.2.4 Allowing Odd CR

The above method can be extended to the case of odd CR. However, the re-

sulting interconnection is not equal-degree; odd-numbered transmitters reach one

fewer group than do even-numbered ones. Nevertheless, recalling that the number

of groups is 1.5. CT" CR, the relative difference in degree is negligible. The intercon-

nection rule is essentially the same as in the even case, and is illustrated in Fig. 2.23

for a typical group. Mode 1 of the schedule is the same as before, except that the

odd-to-odd part will be repeated more times. Mode 2 is also the same, except that

the even-to-odd portion must be executed more times than the odd-to-even. In

those cycles, the concurrency is only 0.75. CT" CR.

To calculate the average concurrency, let us determine the number of slots nec-

essary to complete the schedule. (We assume that each group consists of a single

station, since the number of stations will not affect the concurrency.) The total

number of connections is the square of the number of groups; i.e., (1.5- CT" CR) 2.

Most of those connections are carried out at a rate of 1.5 • CT • CR. However,

for each group, transmissions of each even-numbered transmitter to any of its two

last (odd-numbered) destination groups cannot be matched by odd-to-even trans-

missions. These connections are therefore carried out at the rate of 0.75. CT • CR.

(Although an even-numbered transmitter has only one more destination group than

an odd-numbered one, recall that the odd-to-odd schedule was repeated more times

than the even-to-even.) The total number of such connections is 1.5. CT" CR" _" 2.

The average concurrency is therefore

1.5. CR

1.5. CT" CR- 1 + 1.5. CR" (2.29)
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Fig. 2.23 Interconnection for 1.3CTCR with CT _ CR; CT iseven, but CR isodd.

Each group isrepresented by a singlestation,and the interconnection is

shown for a single group of TS's. (CT -- 2, CR -- 3.)

As expected, the concurrency approaches 1.5. CT" CR when CR is large.

2.6.2.5 Beyond 1.5. C 2

Let us return to the case of CT = CR = C, for some even C. We now show how

to achieve a concurrency of 1.81C 2.
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Logical interconnection

The idea is identical to that used earlier, except that the stations are now divided

into 6 • C groups. Fig. 2.24 depicts the interconnection for two consecutive groups.

The concurrency in mode 1 is 2. C 2, but in mode 2 it is only _. 6C. 6' = 1.71 • C 2.

Recalling that two thirds of the slots are spent in mode 2 and only one third in mode

1, the average concurrency is 1.81 • C 2. The exact schedule is omitted due to the

complexity of stating it. However, it again involves only pairs of transmitter and

receiver numbers and is constructed by educated selections of source and destination

groups in each sub-mode. This is a dense interleaving of sources and destinations,

which avoids collisions of transmissions at their destinations while permitting them

to overlap at other RS groups.

We have not been able to obtain a theoretical upper bound on the maximum

concurrency for a uniform trai_c pattern.

2.6.3 Maximum Concurrency of Equal-Degree SI3Z's

Consider the class of k-path, unidirectional equal-degree SB2"s, with NT trans-

mitting stations, each equipped with CT transmitters and NR receiving stations,

each equipped with CR receivers. We wish to establish a tight upper bound on the

maximum "peak" concurrency that can be provided by such SBZ's. Contrary to

the previous sections, in which we considered uniform traffic patterns, the question

here can be stated as follows: what is the maximal length of a source-destination

list, such that there is an SBZ in the above class which can accommodate the entire

list concurrently? Since equal-degree SBZ's correspond to equal-degree bipartite

k.N
graph, we apply proposition 3, making the following substitutions: Q -- _T and

p k.N----_J_r-R . The resulting upper bound is
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Fig. 2.24 Interconnection for 1.8C 2 with CT = CR, even. Each group is repre-

sented by a single station, and the interconnection is shown for a single

TS group. (C = 2.)
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.°

( k)}, k. NT.NR. 1 CT"CR +1 . (2.30)

It should be noted that k <_ CT, CR. The 2nd term in the bound comes into play

only when CT = CR -" 1. To get a feeling for the size of this bound, note that

when NT = NR -" N, CT = CR = C, and k - 1, the bound is very close to

0.5. N • C, which is one half of the total number of single-destination packets that

can ever be transmitted concurrently, since a transmitter can have at most one

ongoing transmission.

This upper bound cannot be achieved with any equal-usage ,..qBZ. For example,

any SB:T which also has disjoint subnetworks can carry at most _ concurrent

transmissions.

When one is given a list oi source-destination pairs that are to be accommodated

concurrently, (the length of the list may not exceed the upper bound,) it is not

always possible to design satisfactory equal-usage SBZ. Some of the necessary

conditions for success are:

- No TS or RS may appear in the list more than CT and CR times, respectively.

- If TS i and RS j appear on the list CT and CR times, respectively, then (i, j) must

be on the list. (Otherwise, there is no way of connecting i to j without causing

interference between two of the paths on the list.)

- If RS j appears on the list m times, then at least (P-1).rn TS's whose connection

to j is not on the list must appear on the list fewer than CT times.

- Additional arguments can be formulated along the same lines, but their complexity

grows very rapidly.

There are cases in which the upper bound can be reached; those are character-

ized by a uniform distribution of the connections. For example, in the case that
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Fig. 2.25 An equal-degree SB2" which achieves the upper bound on concurrency.

The thick edges are mutually noninterfering. N -" 6; C -"2; maximum

concurrency-- 7.

NT = NR = N, CT "- CR "- C, k - 1, the list may consist of connections between

TS i to RS's i q- 1 through i + tC/2J - 1 (modulo N), for all 1 < i < N. In Fig. 2.25

we show such an example. Since there are cases in which the upper bound can be

achieved, we consider it to be tight.

The maximum destination-independent throughput is the same, since one is

free to choose the sources and destinations when constructing the list for which the

maximum concurrency is obtained. The maximum reception rate is N. C, which is
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the total number of receivers, and can be obtained with any SI3Z in which there is

a subset of transmitters that exactly covers all receivers. (e.g. one transmitter in

each group in an S]3Z with grouping and disjoint subnetworks.)

2.7 Accommodation of Nonuniform Traffic Patterns

2.7.1 Possible Approaches

Nonuniform traffic patterns can be accommodated in any of the following ways

or a combination thereof:

(i) Designing an SBI whose worst case performance exceeds the required one.

(ii) Tailoring the ,.qB2" to the specific traffic pattern.

(iii) Given a traffic pattern and an SBZ, assigning transmitters and receivers to

its input and output ports, respectively, so as to uniformize the load.

The first approach was discussed in an earlier section, in the context of designing

an SB:T according to performance tradeoffs. In this section, it will be shown that

similar results can be obtained by optimizing the design for a uniform traffic pattern,

and operating the SI3Z with some randomization, thereby limiting the performance-

degradation due to nonuniformity of traffic pattern. Using a pattern-independent

SBZ has the advantage of simplicity and flexibility. For example, no changes have

to be made when the pattern changes. However, the cost is relatively high. The

second approach, which represents the other extreme, has the drawback of possibly

complicated construction and is very inflexible, (has to be completely redesigned

whenever the traffic pattern changes), but can attain the highest performance for

a given number of transmitters and receivers. This approach will be touched upon
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briefly. The third approachis a compromise. Although the interconnection graph

must be tuned to the traffic pattern, this tuning is restricted to the renumbering

of source and destination nodes; (i.e., transmitters and receivers). Viewing the

passive interconnection as a black box with input and output ports, the black box

is thus unchanged, and the tuning to a given trai_c pattern is achieved by assigning

transmitters and receivers to input and output ports, respectively. The application

of this approach to single-path SBZ's with disjoint subnetworks is the focus of

this section; it will be broadened to include certain modifications to the passive

interconnection.

2.7.2 Two-Hop Transmissions with Randomization on an Equal-

Degree, Single-Path, Unidirectional SBZ with Disjoint

Subnetworks and Grouping

In section 2.3.5, concurrency with a uniform traffic pattern was traded for worst-

case concurrency through the design of the SBZ. In this section, a similar tradeoff

will be achieved through the operation of an ,,qBZ which is optimized for a uniform

traffic pattern, such as the single-path, equal-degree SBZ with disjoint subnetworks

and grouping. TS's and tLS's are assumed to be paired to form bidirectional sta-

tions. The idea, which was originally proposed by Valiant and Brebner [30] for the

Hypercube interconnection, is as follows. Instead of transmitting directly to the

destination, the source station transmits a message to a randomly chosen station.

That station, in turn, forwards the message to its true destination.

In our case, there is clearly no sense in sending a message to a randomly chosen

station in the group of the destination. Therefore, if some station from the desti-

nation group is selected as the recipient of the first hop transmission, it is replaced

with the true destination; the latter, of course, will not bother to forward the mes-

sage. Similarly, the source should never choose a recipient from among the stations

in its own group, unless the destination is in that group.
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To illustrate the effect of this scheme, let us consider the worst case, wherein all

traffic is between two groups. In this case, one transmission per slot goes directly

from the source to the destination; the remaining ones go to a randomly chosen

station which is in a different group than the source as well as the destination.

(There are C - 2 such groups.) Consequently, the subnetworks used for the second

hop are different from those used for the first hop, and the process is pipelined. The

source may thus transmit, and the destination may receive, C - 1 transmissions per

slot. The concurrency with a uniform traffic pattern drops to C2/2; although all

subnetwor'ks are utilized in each slot, each transmission occupies two slots. (The

concurrency is actually slightly higher, since 1/C of the transmission go only one

hop. On the other hand, the actual throughput will be lower by a factor of e due to

the inefficiency of the access scheme that is implicit in this algorithm.) Finally, it

is worth noting that increasing the number of hops cannot increase the guaranteed

concurrency, since the number of alternate paths into or out of any given group is

C, which is thus an obvious upper bound on guaranteed concurrency.

The above is an extreme example. To achieve intermediate results, the source

would be required to transmit directly to the destination with probability p, and

to use the above algorithm with probability (1 - p). Although this scl_eme is far

superior to achieving the tradeoff through the design of the $B2", it should be

noted that two-hop communication can be viewed as a violation of the single-hop

connectivity. If nodes are permitted to forward traffic, it is not clear why the

topology should provide single-hop connectivity. If this restriction is lifted, there are

interconnections that can outperform $B2" in a very substantial way. For example,

if stations are placed on a grid, and are then interconnected by "row" buses and

"column" buses, each station needs only 2 transceivers; yet, for a uniform traffic

pattern, the concurrency is v/'N, and at most two hops are required.
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2.7.3 Custom S6?s

Customization of an interconnection can be done to v_rious extents and under

various constraints, such as standard stations, SI3Z's with disjoint subnetworks, etc.

This discussion will be restricted to a presentation of several ideas and guidelines.

One very important observation in an SI3Z is that the actual bandwidth avail-

able to a station is not simply the transmission rate times the number of transmitters

and receivers; to obtain the actual bandwidth, one must multiply the above by the

fraction of time in which each transmitter and receiver may be utilized. There-

fore, when the traffic pattern indicates that a certain station must carry a large

fraction of the traffic, one should consider designing the SB_ so that that station's

transmitters receive a large fraction of the time on the channels over which they

transmit.

Another important observation is that, whenever there is a subset of stations

such that the traffic pattern representing communication among them is uniform,

they should best be interconnected by a single-path, equal degree ,._BZ.

With unidirectional media, it is possible to construct SBZ's which can attain a

concurrency of N. C/2 for certain traffic patterns while retaining the equal-degree

property and hence the C 2 concurrency for a uniform traffic pattern. Therefore, if

at all possible, one should consider using unidirectional media.

Since SBZ's with disjoint subnetworks have many practical advantages, such as

the fact that they can be implemented with unidirectional as well as bidirectional

media, the customization of such S/3Z's warrants special attention. One approach

is to assume that a certain throughput, (say in units of messages per slot,) can

be attained. The traffic pattern matrix can then be multiplied by that constant,

thereby becoming the actual traffic matrix. To design the custom $82", certain steps

should be taken. First, check to see whether the traffic matrix has any entries which
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are close to 1.0 or perhaps exceed that. Such entries should best be accommodated

by dedicated point-to-point links, since the hardware utilization is maximized. Next,

try to identify clusters of stations, such that the pattern of traffic among them is

nearly uniform, and construct a single-path ,.qB2" for each such cluster. The number

of transmitters and receivers per station in that ,.qB2" will be determined by the

traffic it must handle. Whenever a subnetwork is constructed and some of the

traffic is assigned to it, that traffic must obviously be subtracted from the traffic

matrix, and the appropriate transmitters and receivers marked as used. Due to

the discrete nature of the assignment, there may often remain excess capacity in a

subnetwork. In such an event, additional stations may be interconnected. Those

stations will be such that the traffic between them and at least some of the stations

that already belong to the subnetwork is nonzero. Finally, it is always possible to

use one transmitter and one receiver per station and construct a broadcast bus,

thus guaranteeing that there is a transmission path between any pair of stations.

A configuration which is quite typical of many networks consists of several large

hosts, each with a set of users. For simplicity, let us also assume that the sets of

users are identical, and that all nonzero matrix entries are user-host and are equal

to each other. The initial tendency is to let each host be served exclusively by

several subnetworks; each user then has one transmitter and receiver per host, and

is connected to each host through one of the host's subnetworks. However, for a

given total number of transmitters and receivers, the maximum throughput will

be attained by the allocation which maximizes the number of subnetworks, and

this may differ from the above. To illustrate this, consider the case of U users,

H hosts, and a total of C • U transceivers. If k transceivers are allocated to each

host, each user is left with C - k. H/U. Since each user must communicate with H

hosts using its limited number of transceivers, each subnetwork must have at least

H/(C - k. H/U) hosts as its members. The resulting number of subnetworks is
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then

Number of subnetworks = _ = k. C •

Maximizing with respect to k yields

(2.31)

k=--.C __.U (2.32)
2 H'

i.e., C/2 transceivers per user, and the remaining ones go to the hosts. There are

C2 " U (2.33)
4 H

subnetworks, each of which interconnects _-_ hosts with the same number of' users.

This is clearly different from the straightforward approach. (For simplicity, we used

transceivers rather than separate transmitters and receivers.)

Having seen some general ideas for customization of SB2"s, let us now turn to

the main issue in this section, namely the assignment of transmitters and receivers

to ports of "standard" SB2"s.

2.7.4 ,.qBZ with Disjoint Subnetworks and Customized Assignment of

Transmitters and Receivers to Subnetworks

We start out by considering the single-path, equal-degree 813Z with disjoint sub-

networks and grouping. The problem of finding an optimal assignment of stations

to groups will be shown to be NP-Complete in the strong sense. As a result, there

cannot be any pseudo-polynomial algorithms for its solution, even if one restricts

the number of bits representing the entries of the traffic matrix. Nevertheless, a

heuristic approach will be outlined; this approach is likely to achieve good results

in many practical situations. Next, the requirement of equal degree will be relaxed;
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i.e., groups of different sizeswill be permitted. We will show that, although the

problem remains very hard, a simplified version, in which the TS assignmentand

that of RS are done independently,can guaranteea concurrencyof C. (Provided

that it is feasible.) Furthermore, this version lends itself to efficient approximation

algorithms. Next, the grouping requirement will be relaxed for either the TS's or the

RS's; this will permit the simplified version to achieve substantially better results.

Finally, a monte carlo method, known as "simulated annealing", will be described

and its adaptation to the assignment problems will be outlined.

2.7.4.1 Single-Path, Equal-Degree SBZ with Grouping (Groups of

equal sizes)

Optimal assignment of stations to groups

Given a single:path SBZ with equal group sizes, along with a traffic matrix,

we wish to assign stations to groups so as to maximize throughput. Throughput

is maximized by assigning the stations to groups so as to uniformly distribute the

load among the subnetworks. This problem will be proven to be NP-complete in the

strong sense, by reducing to it a problem known as "3-paxtition", which is defined

as foUows.[29]

Instance. A finite set ,4 of 3rn elements, a bound B E Z +, and a size s(a) E ,7,+

for each a e A, such that each s(a) satisfies B/4 < s(a) < B/2 and such that

E eA s(a) = m. B.

Question. Can .A be partitioned into m disjoint sets S1, $2, ...,S,n such that, for

1 <_ i <_ rn, _-,ae& s(a) - B? (Notice that the above constraints on the item size

imply that every such S_ must contain exactly 3 elements from .A.)

Proposition 2.4. Optimal assignment of stations to groups of equal size is NP-

Complete in the strong sense.
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Proof- it is clearly in NP, since generating an assignment and evaluating the result-

ing load on each subnetworks can both be done in polynomial time. By trying out

all possible assignments and comparing them, the optimum can be found.

Reduction from 3-partition: Given an instance of 3-partition, construct an instance

of our problem as follows. Let CR - m and NT -- 3 • rn; then, let all elements in

the ith row of the traffic matrix equal s(i). Clearly, the assignment of RS to groups

is not important; each group of TS will consist of 3 stations, and therefore uniform

loading will be achieved if and only if the instance of 3-partition has an optimal

solution.

Heuristic, suboptimal assignment of stations to groups

In a typical network, one can identify large "hosts", small users of those hosts,

and small independent stations, such as workstations. Each host has a set of users,

and there can also be clusters of workstations which communicate with each other.

(Intracluster.) Such subsets will be referred to as "functional subsets." In order to

equally utilize all transmitters and receivers of a given host, it is desirable to spread

its users uniformly among the different groups. Similarly, the workstations of any

given cluster should also be spread among the groups. Finally, it is also desirable

to uniformize the load on all subnetworks.

The heuristic approach which is outlined here is based on the fact that the traffic

matrix is often sparse, and can be broken down into submatrices which correspond

to typical scenarios. The idea is to idgntify "functional" subsets of stations; the

stations in each such subset should be spread uniformly among the groups. Since

"functional" subsets may overlap, "atomic" subsets are constructed. An atomic

subset is either contained in a given functional subset or disjoint from it, and the

collection of atomic subsets constitutes a partition of the set of stations. Clearly, if

the load presented by each atomic subset is uniformly distributed among the groups,
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the same will be true for the functional subsets. The major steps are as follows:

Identification of the "functional" subsets:

1) Identify the hosts. If their identities are not obvious, sum up each row and each

column of the traffic matrix and look at the sums. Hosts will have sums that

far exceed those of other stations. The set of hosts is a functional subset.

2) For each host, identify its users. These will be the dominant entries in the row

and column representing the host. The set of users of each host is £ functional

subset.

3) Similarly, identify workstation clusters. Each such cluster is a functional subset.

Construction of the "atomic" subsets and assignment to groups:

4) Construct the collection of atomic subsets.

Note: Thus far, a station has been treated as a single entity. The following steps,

however, must "be conducted separa_e!y'' for _S's± and ___'s.

5) Spread the hosts among the groups so as to uniformize the groups' loads. Since

the number of hosts is usually not very large, one can either try out all possibil-

ities or use some simple heuristic. Note that the hosts constitute a functional

subset. This subset is given special treatment since its distribution has a major

effect on the success of the load uniformization. In fact, since the number of

hosts is small, one need not worry about the requirement for equal group sizes.

Any skew that results from this stage will be compensated for in the next one.

6) Distribute the members of each non-host atomic subset among the groups. In

this phase, attention must be paid to the equal group size requirement; never-

theless, the real goal is achieving a uniform distribution of the load. Therefore,

sort the members by their traffic in descending order, and then distribute them

among the groups in a round robin fashion. Since the number of elements in

an atomic subset is generally not an integer multiple of the number of groups,
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the round for a given subset should commence at the group following the one

at which the round for the previous subset ended. Furthermore, it would be

wise to start with the more dominant atomic subsets, and attempt to order the

subsets so that consecutive atomic subsets have at least one common functional

superset.

7) Make small corrections, such as balancing the number of stations in each group.

As has already been stated, this is not an optimal algorithm. There may even

be pathological cases in which it performs very poorly. However, in many common

situations, such as 5-20 hosts and several hundred small users, it can provide a

realistic way of getting high performance from the interconnection.

There are cases in which traffic can not be uniformized. An example is a case

wherein one host's traffic constitutes more than 1/C of the total traffic. Since that

host is connected to exactly C subnetworks, at least one of those must carry more

than 1/C 2 of the total traffic, which contradicts uniform loading of the subnetworks.

This problem can be solved by equipping such a host with additional transmitters

and receivers and making it a member of several groups; viewed differently, such a

host is represented by several stations, each of which belongs to a different group.

Strictly speaking, this is a not a single-path interconnection, but the violation ap-

plies only to a very limited number of stations (at most C).

2.7.4.2 Single-Path SB2" with Grouping (Not equal-degree; groups of

unequal sizes)

At the outset, it should be noted that, depending on the physical medium,

changing the size of a group may require an internal change to the S/32"; strictly

speaking, this is a deviation from the constraint that the customization be limited

to the assignment of transmitters and receivers to ports. However, in many envi-

ronments, such as a broadband LAN, the physical connection of transmitters and

86



receivers to the interconnection is identical, and the assignment to groups amounts

to a change in frequency, which is performed at the transmitter or receiver. In

such environments, it is sensible to include the case of groups of unequal size in the

category now being discussed.

Optimal assignment of stations to groups of unequal sizes

Proposition 2.5. Optimal assignment to groups of not necessarily equal size is NP-

complete.

Proof. Clearly, it is in NP. We now reduce the knapsack problem to it.

Knapsack. Given a set .A of m elements, with a size s(a) E Z + for each a E .A, and

a constant B E Z +, determine whether there is a subset of elements whose sum is

B.

Given an instance of knapsack, an instance of our problem is created as follows:

C = 2; the traffic matrix is an (re+l) x (re+l) matrix. The entries in any given row

are all identical. Each of the first m rows corresponds to one of the m elements in

the set ¢4. The entries in each of those rows are equal to the size of the corresponding

element. The elements in the remaining row are all equal to 12B - _ae.4 s(a)]. (The

assignment problem is a unidimensional one, since all columns of the matrix are

identical). To show that the solutions to the two problems are equivalent, two cases

must be considered: (i) 2B _> _]ae,4 s(a), and (ii) 2B < _]aeA s(a). If the answer

to the knapsack is "yes", there will also be a perfect assignment: in case (i), one

group will consist of the solution to knapsack, and the other group will consist of

the remaining elements (including the additional one). In case (ii), one group will

consist of the solution to knapsack plus the additional element, and the other will

have the remaining elements. The converse is also true: in case (i), the solution to

knapsack is the group that does not include the additional element; in case (ii), it

is the group that includes the additional element, less that element.
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The above proposition showedthat finding an optimal assignmentof TS's to

groupsas well as that of RS's to groups are both NP-Complete. Unfortunately, the

combined assignment is even more complicated. This is primarily due to the fact

that a distribution of the TS's among the groups so that all TS groups generate

equal amounts of traffic, combined with a distribution of the RS's among the groups

so that all RS groups have to sink equal amounts of traffic, does not guarantee that

all subnetworks are equally loaded. On the positive side, independent optimal

assignments of TS's and R.S's to groups do guarantee a concurrency of at least C.

(If at all feasible.) This is explained as follows: in the worst case, all the traffic of

each TS group will be intended for a single RS group; this, however, will still permit

C subnetworks to be utilized. The guaranteed concurrency of C justifies a search

for approximate solutions to the "independent" assignment problem.

Approximation algorithm for assigning elements to groups of unequal sizes

A known NP-Complete problem that bears a close resemblance to the problem

of assigning stations to groups is the bin pack/ng problem [29]. There, a set of

objects is given, each with some nonnegative size; the objects are to be placed into

bins of equal, known capacities. The objective is to accommodate all objects in

the minimal number of bins. Using bin terminology, the assignment problem is to

place objects into a given number of bins of equal sizes in a way that minimizes

the bin size. For the bin-packing problem, there are very simple algorithms that

are guaranteed to come quite close to the optimum. We next describe one such

algorithm, and show how to transform our problem to a bin packing problem.

The algorithm, referred to as FFD, (first fit decreasing,) is as follows: initially,

sort the objects by size in decreasing order. Then, place each object in the first bin

than can accommodate it. The worst case performance of this is [29]

11

FFD( I) = --_. . OPT(I) -t- 4, (2.34)
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where I is an instance of bin-packing and OPT stands for optimum. Clearly, this

approximation improves as the number of bins grows.

To transform our assignment problem to bin packing, choose a bin size and

solve bin-packing. If the number of bins is larger than C, increase the bin size and

repeat. If it is less than or equal to C, decrease the bin size and repeat. Continue

until the change in bin size is of little significance. Clearly, the number of steps is

logarithmic in the required resolution and hence poses no complexity problem.

A similar algorithm , which appears to be a direct translation of FFD to our

problem, but whose performance we have not analyzed, is as follows: sort the

objects by size in decreasing order. Then, assign each object to the bin with the

least content. (Here, there are C bins of unlimited size, and the goal is to minimize

the maximum content.)

2.7.4.3 Single-Path $B2: with Grouping of TS or RS But Not Both

(Groups of unequal sizes; not equal-degree)

From a computational complexity point of view, it is desirable to have the

assignment of TS's independent from that of RS's. However, such an independence

can cost a factor of C in performance. We now show how relaxing the grouping

requirement on TS's or on RS's, but not on both, can greatly improve the situation.

Consider a situation in which the TS's are grouped such that all groups generate

equal amounts of traffic. From the grouping of TS's and the constraints of disjoint

subnetworks and single-path $/3T's, it follows that each RS must use one of its C

receivers to listen to each of the TS groups. Since it obviously does not matter

which receiver listens to which group, let us assume that the ith receiver listens

to the ith TS group. Once the assignment of TS's to groups has been completed,

the amount of traffic that is destined for each individual receiver is also known.
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Since each TS group can transmit over C subnetworks, the remaining assignment

problem is as follows: for each i, 1 < i < C, distribute the NR ith receivers among

the C subnetworks which belong to the ith TS group, so as to uniformize the load

on those subnetworks.

Although this approach still cannot guarantee good results, it can fail only when

More than 1/C of the traffic of a given TS group is destined to a single receiving

station. This is far less likely to occur than the condition in the previous case,

namely that more than 1/C of the traffic from a given TS group be destined for a

given RS group. Furthermore, in the event that there is a problem, it should be

very easy to identify it and make a manual correction, since very few stations would

be involved. Needless to say, each of the assignment phases can be performed using

the bin-packing approach.

2.7.4.4 Simulated Annealing

Simulated annealing [31] is a heuristic monte-carlo method for finding "good"

solutions to complicated problems. Although simulated annealing is a suboptimal

method, and is not guaranteed to do well, it has been shown to be a very good

practical method for problems in which the step and the cost computation are both

very simple, and in which the problem is likely to have many "good" solutions.

For example, E1 Gamal and Sperling have applied it to the generation of "good"

codes [32] for data compression. The general idea of the algorithm is to start with

a feasible solution, and then make incremental, highly randomized changes in order

to obtain "neighboring" solutions. A new solution replaces the current one if it is

better; if it is worse, it may still be accepted with some nonzero probability. This

directs the search in a manner that improves the solution, yet prevents locking into

local minima. The algorithm proceeds as follows:
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Initially:

1) Define a cost measure over the set of feasible solutions. (The lower the cost,

the better the solution.) In our case, the cost can be the maximum load over

all subnetworks.

2) Define an annealing step. This is the method of selecting the next candidate

feasible solution. The step must not be deterministic. In the case of groups of

equal size, a possible step is to choose two TS or two RS at random (members

of different groups), and swap them.

Choose some initial feasible solution and compute its cost.

Select an initial "temperature". (Will be explained shortly.)

3)

4)

Repeat:

5) Take an annealing step. Accept the new solution with probability

eoid cost - new cost ) (2.35)P=min .1 , 1 ,

where T is a "temperature". In other words, a better solution is always ac-

cepted; a worse one is accepted with a probability that is small if the solution

is much worse but can be high if it is marginally worse. Also, the prp.bability of

acceptance of a worse solution is higher at higher temperature. This is repeated

a "sufficient" number of times.

6) Lower the temperature and return to step 5). This is repeated until the tem-

perature is sufficiently low and the algorithm converges to a local minimum.

At extreme temperatures, simulated annealing reduces to well known approaches:

at infinite temperature, it is simply a random search; at zero temperature, it is a

greedy algorithm that finds a local minimum.

The initial temperature is usually set to be equal to the cost of the worst so-

lution, and the final temperature is lower than the optimal solution. In our case,
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the initial temperature can be set equal to the total traffic, and the final one to

total traffic The exact settings as well as the time spent at each temperature and
100.C-_ •

the increment by which the temperature is reduced are determined from experience.

Simulated annealing is equally applicable to groups of unequal size. The step

will be choosing one TS or one RS, and a group at random, and assigning the

chosen station to the chosen group. It is also possible to use simulated annealing

in conjunction with heuristic approaches. For example, fix the assignment of the

hosts and apply simulated annealing to the remaining stations. The method can

even be used to perform specific steps in the heuristic, such as the assignment of

the stations in a specific atomic subset.

2.8 Delay Performance of a Single-Path SI3E

2.8.1 Outline

So far, concurrency served as the primary measure of performance. To give a

more complete picture, we now compare the performance of the single-path, equal

degree, unidirectional S/3:T with disjoint subnetworks and grouping with those of

parallel buses (T_B2:) and the single broadcast bus (S/3B). (Delay is the time interval

from the creation of a message until its successful delivery to its destination).

Since our topic is interconnection design, we wish to consider only topology-

dependent issues, thus excluding ones that depend on the channel access scheme.

(The latter will receive some treatment in the next chapter.) We will therefore as-

surne that messages that need to be transmitted are queued, and are transmitted as

soon as the channel becomes available when they are at the head of the appropriate
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queue. This is equivalent to assuming a perfect access scheme. To further facilitate

the comparison, message generation will be assumed to follow a Poisson process,

and message lengths will be exponentially distributed. This will permit the use of

simple queueing models for which analytical results are available. The same ideas

can be adapted to other situations. The comparison will be based on a uniform

traffic pattern. Whenever that is not the case, the performance of ,.q/_2" can simply

be determined based on the most heavily loaded subnetwork.

2.8.2 Queueing Models

SBB will be modeled as an M/M/1 queue. The single-path SBZ will be modeled

as a collection of independent M/M/1 queues. The relative arrival rate to each of

those queues is a function of the traffic pattern; nevertheless, they can be analyzed

separately. T_B2: will be assumed to permit only bit-serial transmissions; however.

concurrent transmissions between a pair of stations are possible. Therefore, it will

be modeled as an M/M/m queue; a single job can be served by only one server,

but this can be any of the servers.

Let X and _ denote the mean rate of packet generation and the mean packet

For an M/M/1 queue, the mean packet delay istransmission time, respectively.

then given by

1

T = _ (2.36)
l_h"

For an M/M/m queue, let p0 denote the probability that the system is empty and

p = . It has been shown that [33]

1p0 - k_ + (2.37)
Lk=O \ m! ]
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It can also be shown,by finding the mean number of messagesin the system and

using Little's theorem, that the mean delay is given by

p0 _ k. p)k ._ p_+l . (m. (1 - ;) + 1)
T = _-. + -_-T'(1 _ p)2 "

k=l

(2.38)

2.8.3 Comparison

The delay performance will be conducted for the same three cases that were used

in the throughput comparison. For clarity, A0 and p0 will denote the values of A and

p for ,9/3/3, and the values for SBZ and "PBZ will be expressed in terms of these.

Also, m will denote the number of buses in 7PBZ; the number of subnetworks in the

,._BZ will be a case-dependent function of m. As before, S represents the aggregate

throughput, B is the transmission rate, and C is the number of transmitters and

receivers per station.

In all three cases, average delay for ,._BB is

1_.

TSBB = .o (2.39)
/*o

1)

7_BZ with m buses:

results.

Equal S for all three schemes; equal B for SBZ and "PB:T.

the following substitutions should be made in the M/M/rn

A0 (2.40)A=A0; _=P'_°; P=--.
rn P0

SBZ with m subnetworks: substituting

Ao PO

m m
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Fig. 2.26 Delay comparison of ,9_I, PBZ and S6B. Equal S for all; equal B for
,.qBI and "PBZ.

in the M/M/1 results yields

TSB I = m. TSB _. (2.41)

Fig. 2.26 presents the mean packet delay as a function of A0/_o for ,.q/_6, T'6I

and SBZ; results are presented for m = 2, 6. At low values of A0/p0, P_Z and SBZ
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perform equally well, but both are m times worse than SB/3. This is so because

in this range delay consists primarily of the transmission time, which is m times

longer for P/_Z and S/_Z than for ,.qBB due to the m-fold fragmentation of the

aggregate bandwidth. As A0/#0 increases, the queueing delay becomes a major

factor. Here, the fact that P6Z permits any message to be transmitted over any

channel enhances itsperformance with respect to ,.q_2"and brings it closerto that

of $BB. As the loadon the interconnection grows even further,the delay with WBZ

becomes essentiallyequal to that with ,9BB, whereas that with SBZ remains m

times higher.

2) Equal S for all schemes; equal C for SBZ and 7_13Z.

PBZ: same as 1). (m buses.)

SBZ: there are now m 2 subnetworks, each with a transmission rate that is 1/m 2 of

the aggregate bandwidth. Therefore,

T3/3 _" = m 2 .Ts]3] 3. (2.42)

Fig. 2.27 presents the mean packet delay as a function of Ao/#o for ,9B15, "PBZ

and ,9/3Z; results are presented for m = 2, 6. The performance of ,gBB as well as

that of SBZ are the same as before. As for ,5"BZ, the aggregate bandwidth is now

fragmented into m 2 channels, so the delay is m 2 times higher than that with ,SBB.

3) Equal B- C for all schemes; equal B and 6' for _BZ and ,.qBZ.

PBZ: same as 1). (m buses.)

,SBZ: There are m 2 subnetworks, each with transmission rate _/m. Therefore,

A = A0/rn 2, p -- m_0-, and

m___
_0

TSBZ= 1- Xo • (2.43)
m-_0

Fig. 2.28 presents the mean packet delay as a function of Ao/Po for _9B/3, T'BZ and

SBZ; results are presented for m = 2, 6. The performance of ,91313 as well as that
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100.

PBI

SBI

Fig. 2.27 Delay comparison of ,9/_Z,_Z and S/3B. Equal S for all;equal C for

,9BZ and _BZ.

of SBZ are again unchanged. As for ,SB:Z , there are m 2 subnetwor "ks, (as in case

2,) but each of them has the same bandwidth as the m buses of P/_Z. (Recall that

the constraint here is equal transmission rate per station, not equal bandwidth of

the medium.) As a result, the delay at low load is equal to that with T'/_Z and
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m times higher than with SBB. As the load increases, "PBZ becomes superior to

SB2" due to the pooling of the servers; however, the difference is very slight. As

the load increases further, the fact that the capacity with S6I is m times higher

begins to play a major roll, and SBZ begins to outperform T_6Z. Finally, as the
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load approaches A0/#0 = I, the delay with SBB and PBZ grows very rapidly,

whereas that with S6Z exhibitsonly a moderate growth, since the load on an ,SBZ

subnetwork isonly _/m = "_" _" In fact,,SBZ outperforms SBB for

A0 m - I
-- > 1" (2.44)
#o rn -

This is of course in addition to the fact that ,SBZ can carry rn times more traffic

with finite delay.

Summary

Under the constraint of a fixed aggregate transmission bandwidth, relative delay is

determined primarily by the degree to which the bandwidth is fragmented: (The

higher the degree of fragmentation, the larger the delay.) For equal degrees of

fragmentation, _BZ outperforms SB2" due to the pooling of the servers. As far

as delay is concerned, it is therefore desirable that the hardware savings of ,SBZ

(compared with PB2") be in the form of a reduced number of transceivers rather

than a reduced transmission rate.

Under a constraint of fixed bandwidth per station, the comparison between

$BB and :PBZ is not affected. However, the performance of SBZ improves due to

the fact that the aggregate transmission bandwidth increases as the fragmentation

increases. This counteracts the negative effects of fragmentation, and SB:Z" can

actually outperform ,.,eBB and 7)BZ.
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2.9 Summary

This chapter was devoted to the study of single-hop interconnections. When

stations are equipped with a single transmitter and a single receiver, the only such

interconnection is a single broadcast bus. However, equipping stations with muiti-

pie transmitters and receivers was shown to create a rather rich design space. This

space becomes even richer if one uses unidirectional broadcast media. The class

of selective-broadcast interconnections was defined and several attributes were sug-

gested for the characterization of SBIVs. Various performance results were then

obtained for some of the subclasses.

Mutual noninterference between paths was defined, and was shown to be the

correct generalization of path-disjointness so as to include broadcast media. Mutual-

noninterference between two paths is the necessary and sufficient condition for suc-

cessful coexistence of transmissions over them. Properties of interference were stated

and proved, and it was used in computing the concurrency of various SBIVs.

For a uniform traffic pattern, selective-broadcast interconnections were shown

to be superior to PB2" in terms of throughput for a given amount of hardware at

the stations, (equal C' and B,) achieving a throughput that grows quadratically

with the amount of hardware. Furthermore, the average delay was also shown to be

smaller in this case. The performance of certain S/_Ts was shown to be sensitive

to the traffic pattern, and various ways of overcoming this were proposed. In fact,

if the tra_c pattern is known in advance, the performance of an appropriately

constructed SSZ can grow at least quadratically with the amount of hardware per

station. If unidirectional media are used and overlapping subnetworks are allowed,

the concurrency can come close to 50% of the theoretical maximum; i.e., one half

of the transmitters can transmit concurrently.

Throughout this chapter, unidirectional S_Z's were thought of as connecting a
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set of transmitting stations to a set of receiving stations. However, they can also be

thought of as providing bidirectional connectivity between two groups of stations,

but not among stations within each group. This is useful when a group of users is

to be connected to a group of servers, but neither inter-user nor inter-server com-

munication is required. Another very important application is memory-processor

interconnection, in which all inter-processor communication is via shared memory

and there is no inter-memory communication. For such a use to be practical, the

medium must be able to support communication in both directions with no inter-

action between them. A good example is optical fibers. Note that this is not the

same as a bidirectional medium; the difference is in the star couplers. In a bidirec-

tional medium, a signal entering a coupler at one of its ports comes out on all ports;

in a unidirectional medium, a coupler's ports are divided into two groups, (earlier

referred to as input and output,) and a signal entering the coupler through a port

that belongs to one group exits only over all ports of the other group.

SB2"s are single-hop interconnections, and it was therefore natural to concen-

trate on their use for single-hop communication. It is, nevertheless, interesting to

note that an S/_2" can also be used to simulate regular multi-hop interconnections,

such as grids and hypercube. To see this, let us again think of the unidirectional

$82" as operating in only one direction, and let each TS be paired with an RS to

form a bidirectional station. Recalling the tight upper bound of slightly more than

N- C/2 on the concurrency of an equal-degree ,.qBZ, it follows that a regular inter-

connection with a nodal degree k can be simulated (in one step) by an equal-degree

5/_2" with C - 2k. This simulation is not efficient in terms of wiring cost or power

budget, but the single-hop connectivity, which is obviously maintained, along with

the C 2 concurrency in the single-hop mode, may offer interesting advantages in the

multi-processor domain.

I01



The main conclusion to be drawn from this chapter is that fragmentation of

the stations' resources can result in an increase in network throughput which is

proportional to the degree of fragmentation. Furthermore, the only penalty in

delay is in terms of the transmission time, and is only relevant at low loads.

Fault-tolerance was not discussed separately, since the number of transmitters,

receivers or links that can be removed without breaking the single-hop connectivity

is equal to the guaranteed concurrency Cmi n. If multi-hop transmissions are per-

mitted in the presence of failures, the number of tolerable faults in the single-path

,.qB2" becomes C.

In this dissertation, ,.qBZ's are being discussed primarily in the context of com-

puter networks. In fact, the next chapter is devoted to issues pertaining to the

implementation and operation of an ,.qBZ in this domain. It is nevertheless impor-

tant to note that the concept of SBZ is much more general, and can be applied to a

variety of domains. We conclude this chapter with two examples of the applicability

of Sl3Ts to different domains.

Multi-hub express mail. Currently, express mail carriers operate in the following

manner. At the end of each day, they send as many airplanes as necessary from

each city they serve to a central location, called a hub. The packages are sorted

at the hub, and are then placed on airplanes that deliver them to the destination

cities. The use of a single hub has the advantage of flexibility, as well as some other

economic advantages. However, there are also several drawbacks, such as conges-

tion at the hub airport and the fact that packages often fly much longer distances

than necessary. One might therefore want to use multiple hubs, while guarantee-

ing no more than one stop-over on the way from any source to any destination,

and restricting the number of planes that may take off or land at each city to

C. A single-path 8BI with disjoint subnetworks and grouping is the scheme that
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maximizes the number of hubs under these constraints. In this application, hubs

correspond to subnetworks, flights correspond to transmitters and receivers, and

sources and destinations correspond to TS's and RS's, respectively.

Inter-language translation. Consider a company that offers d/rect translation ser-

vices among a set of N languages. The company employs M translators, each of

whom is taught at most L languages and is capable of translating between any

two of them. Several interesting questions may be posed; for example, what is the

minimum number of translators required to provide translation capability among

the N languages, subject to the constraint that, for each pair of languages, there

are at least k translators who can translate between them?

Let us convert the terminology of this domain to SBZ terminology as follows:

languages correspond to stations; translators correspond to subnetworks; individ-

ual transceivers have no direct parallel, but the number of transceivers of the ith

station, Ci, is equal to the number of translators that learn the ith language; the

number of languages that a translator learns corresponds to the number of members

of the corresponding subnetwork. Using this terminology conversion, the correspon-

dence to an _BI is shown as follows: the direct-translation requirement, i.e., no

intermediate languages, corresponds to a single-hop communication requirement;

the requirement for translation capability between any two languages corresponds

to single-hop connectivity, thereby turning the interconnection into an SBZ; finally,

the requirement that any given translator be able to translate in both directions

between any two languages he knows makes the interconnection a bidirectional SI3Z.

Having shown the correspondence with ,,q/32: , the question that was asked in

the translation domain is equivalent to the design of an equal-degree, bidirectional

(k, C)-path SB2" subject to an upper limit on the number of stations per subnetwork.

All the results of the section that dealt with bidirectional S/32"'s can be applied here.
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Chapter 3

Implementation, Operation and

Applicability of SB2"'s

3.1 Overview

The previous chapter was devoted to a theoretical study of selective-broadcast

interconnections, which were treated as logical interconnections, represented by di-

rected graphs. The number of transmitters and receivers per station and their

transmission rates were assumed to be the only contributors to the cost of imple-

mentation, and the access schemes used for sharing channels were assumed to be

ideal. The current chapter is devoted to the presentation of more practical issues,

such as methods for achieving separation between subnetworks, operation of_SB2"'s

in conjunction with various access schemes and the effect of the access scheme on

its performance relative to that of T_B2 ". Special attention will be given to issues

pertaining to the fiber optic implementation of SB2"s, such as power budget and

the number of stations that can be accommodated, as well as to other practical

considerations. The applicability of SB27's will also be discussed. Throughout the
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chapter, the discussion will focus on the unidirectional, equal-degree, single-path

SBZ with grouping and disjoint subnetworks; this SSZ can be implemented using

unidirectional as well as bidirectional media. Occasional comments will address

other SBI's.

3.2 Separation of the Subnetworks, and Hardware-Savings

The figures presented in the previous chapter, such as Fig. 2.6, suggest a spatial

separation between the subnetworks, and call for CT transmitters and CR receivers

per station. Nevertheless, separation can also be achieved in the frequency domain,

polarization, angle [34], (when relevant,) and others, and the actual number of

transmitters per station can sometimes be as low as one. In this section, two forms

of separation which are non trivial will be discussed. For convenience, fiber-optic

terminology will be used, but the ideas are equally applicable to other implementa-

tions. Also, the possibilities and implications of saving transmitters and receivers

will be explained.

3.2.1 Separation in the Time Domain

A particularly intriguing and perhaps somewhat confusing form of separation

is in the time domain. The idea is to divide the time axis into segments of C 2

slots, and let the ith slot in each segment correspond to the ith subnetwork. The

slot length is slightly larger than the transmission time of a packet, and each slot

is shared among the transmitting members of the corresponding subnetwork using

some access scheme. Since a single channel is being used, there is obviously no

benefit over a single bus in terms of concurrency. The benefit is in the fact that if

each station is equipped with C transmitters and receivers, any given transmitter
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or receiver must be ready for use during at most _ of the time, and the station as a

whole needs to be potentially engaged in communication during only _ of the time.

Furthermore, the "active" slots for any given transmitter or receiver are known and

equally spaced. (With a single bus, a receiver must be ready at all times; with I_/_Z,

it would have to be ready 1/C of the time.) This greatly facilitates the design of the

buffers and other interface mechanisms of the transmitters and receivers, since they

are now guaranteed to have ample time to prepare new packets for transmission or

to pass received packets on to the hosts.

Such an implementation could even employ a single physical transmitter and a

single physical receiver per station. However, transmitters might then be required

to transmit in consecutive slots or else receivers might be required to receive in

consecutive slots. (This would depend on whether transmitters of a given station

were assigned to consecutive subnetworks and receivers to every Cth subnetwork,

as in Fig. 2.6, or vice versa.) In either case, individual transmitters and receivers

would have to be potentially active in _ of the slots.

3.2.2 Hybrid Spatial-Spectral Separation

The main drawback of the spatial separation is the fact that, in an implementa-

tion employing a centralized wiring closet, CT + CR fibers must be installed between

each station and the wiring closet, and a separate coupler must be used for each

subnetwork. Similarly, in a linear-bus implementation, C 2 fibers are required, and

2C couplers per station. These drawbacks can be obviated if wavelength separation

is employed. On the other hand, the number of available wavelengths may also

be limited. It is therefore interesting to study the possibility of combining the two.

The basic idea is to combine spatial and spectral separation so that any two subnet-

works are separated either in space or in wavelength or in both. For brevity, WDM
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(for wavelength division multiplexing) and SDM (for spacedivision multiplexing)

will be used to denote spectral and spatial separation, respectively. The number

of different wavelengths will be denoted by W. (A WDM-SDM implementation is

obviously also possible with _B£'. However, its use with SBI creates a problem of

properly assigning wavelengths to stations, which does not exist with _B£', and is

therefore studied in detail.) For clarity of presentation, a wiring-closet implemen-

tation will be considered. However, all the results can be adapted to a linear bus

implementation by exchanging "couplers" and "fibers". Initially, a scheme which

permits a reduction in the number of station-closet fibers will be outlined; the wave-

length assignment problem will then be introduced. Lastly, a possible reduction in

the number of couplers will be explored.

Reducing the number of fibers

A reduction in the number of fibers connected to each station, while, for the time

being, using a separate star coupler for each subnetwork, is achieved as follows. At

each transmitting station, outputs of transmitters that use different wavelengths are

multiplexed onto a common fiber, thus reducing the number of fibers leading from

each transmitting station to the wiring closet. At the wiring closet, demultiplexing

takes place, yielding the NT" CT distinct signals from all transmitting stations.

These are then fed into individual inputs of the couplers, as before. At the output

of the couplers, signals of different wavelengths which are destined to the same

receiving station are multiplexed onto a common fiber, thereby reducing the number

of fibers between the wiring closet and each receiving station. At each receiving

station, demultiplexing again takes place, and the single-wavelength signals are

connected to individual receivers.

The wavelength assignment problem

Since each of the CT" CR couplers represents a subnetwork, it follows that each
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coupler must carry a single wavelength. Consequently, wavelengths will be assigned

to couplers, and the wavelength assigned to a coupler will automatically be as-

signed to all the transmitters and receivers that are members of the subnetwork

represented by that coupler. To minimize the number of fibers, it is necessary (i) to

assign rain(W, CT) and re_in(W, CR) different wavelengths to each transmitting and

receiving station, respectively, and (ii) to make equal use of each assigned wave-

length at each station; i.e., the numbers of transmitters (receivers) in any given

station which use two different wavelengths may differ by at most one. (It is also

desirable, for standardization, to assign the same set of wavelengths to all stations.)

We next present a simple wavelength assignment algorithm, along with combina-

tions of (W, CT, CR) for which it achieves the maximum saving, namely a reduction

by a factor of rain(W, CT) and rain(W, CR) in the number of fibers connected to

transmitting stations and to receiving stations, respectively. A correctness proof is

presented in appendix A.

Wavelength-usignment algorithm, arrange the couplers in bunches of G, where G is

the least common multiple of CT and W; number the bunches consecutively modulo

W, beginning with 0. Next, number the couplers within each bunch consecutively

modulo W, beginning with the bunch's number. The numbers correspond to distinct

wavelengths. Applicable combinations:

(1) W > CT, W _ CR, W divides CT" CR. (A single fiber is connected to each

station. Different stationsmay be assigned different subsets of wavelengths. Taken

to the extreme (W=CT. CR), this is a pure WDM implementation.)

(2) W=CT and CT > CR. (A single fiber is connected to each station. Each

transmitting station is assigned all W wavelengths, but different receiving stations

may be assigned different subsets of wavelengths.)

(3) W divides CT. (Each TS is assigned all W wavelengths. Taken to the extreme,
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assuming W=CT:CR=C, a single fiber will be required from each station to the

wiring closet.)

(4) W=CR, CR > CT. (A single fiber is connected to each station. Each receiving

station is assigned all W wavelengths, but different transmitting stations may have

to be assigned different subsets of wavelengths.) This case is the dual of (2), and a

slight modification to the algorithm is required: initially, exchange the roles of CT

and C/t and apply the algorithm. Next, let coupler (i, j) be the one that connects

TS group i to RS group j in the modified ,.qBZ; in the original SBZ, use coupler

(i,j) to connect TS group j to RS group i. In essence, the problem was converted

to case (2), solved and converted back.

(5) W divides CR. This is the dual of (3). The same procedure as in (4) applies

here as well.

(6) Other cases. One way to treat other cases is to augment CT and/or CR, also

adding the required dummy TS groups and RS groups, so as to reach one of the

above cases. This augmentation is such that dummy transmitters and receivers

carry higher numbers than the real ones, and dummy station groups have higher

numbers than the real ones. As a result, no dummy transmitter or receiver is

used to connect a real station with a real station. Also, a coupler that has a

dummy group connected to it is a dummy coupler and need not be implemented,

so the number of real couplers is not increased. Such a procedure guarantees the

optimality in the sense of assigning the maximum possible number of wavelengths

to each station. (Including its dummy transmitters or receivers.) As will become

apparent in the proof of the optimality of the assignment algorithm, a wavelength is

never assigned to transmitters or receivers of any given station a second time before

all other wavelengths have been assigned. Therefore, if the dummy transmitters

and receivers of any given station are placed after the real ones, (higher numbers,)

110



a uniform distribution of wavelengths among the tea/transmitters and receivers of

any given station will als0 be achieved.

Reducing the number of couplers

The use of W different wavelengths also permits a reduction by a factor of W in

the number of couplers, which is achieved by replacing each group of W couplers

that carry different wavelengths with a single coupler. The combination of spatial

and wavelength multiplexing can thus be used to support large values of CT and

CR, while maintaining small cable size and manageable wavelength multiplexing.

Some practical aspects of reducing the number of couplers and fibers in a fiber optic

implementation will be addressed in a later section.

3.2.3 Other Multiplexing Techniques

The entire previous section is equally applicable to the combination of SDM

with a separation in any other domain. Furthermore, if the spatial division is

enumerated, (resulting in a (space, wavelength) assignment for each transmitter

and receiver,) the same assignment algorithms can be used to support any other

combination of two separation domains.

3.2.4 Saving Transmitters and Receivers

Although SB:T's are single-hop, switchless interconnections, the act of selecting

which transmitter, to use and transferring data from a buffer to the selected trans-

mitter can be viewed as switching. Carrying this one step further, the switching

could be done between a single transmitter and the output lines. (For fiber op-

tic implementations, it is worth noting that arrays of 12 individually addressable

LED's, directly coupled to multi-fiber ribbon cable, have been developed.J35]) This
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switching is nevertheless fundamentally different from switching in the interconnec-

tion, for several reasons: (i) the switch is located at the TS, so there is no problem

of getting power or control to it, (ii) its control is determined solely by the TS at

which it resides, (iii) it only affects data that belong to its TS, and (iv) the switching

may be very slow without degrading network performance, since it does not utilize

any shared resource.

The main limitation in using a single transmitter is that the TS can send at

most one message at a time. However, since the actual number of transmitters can

be chosen independently for each TS, the implementation of each station can be

tailored to its needs and budget. Similar savings in receivers can only be achieved

with deterministic access schemes; however, it is possible to replicate the front end,

up to and including the address detection, and share the remaining portions. (The

throughput-implications of doing this were analyzed in the previous chapter, as the

case in which a station could operate at most one of its receivers at any one time.)

Finally, it should be noted that the above savings are also possible with T_B2:, but

clearly not with SBB.

3.3 Fiber Optic Implementation

In this section, issues pertaining to the fiber optic implementation of SBZ's

are explored, focusing on the single-path, unidirectional, equal-degree ,.gBZ with

disjoint subne.tworks and grouping. Initially, the passive interconnection component

requirements for this ,.gBZ will be compared with those for PBZ. Then, the issue

of power budget and the number of stations that can be accommodated will be

discussed. Lastly, a potentially power-efficient SDM-WDM implementation of the

,.gBI will be outlined.
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TS's RS's

Fig. 3.1 Linear bus implementation of a subnetwork.

3.3.1 Passive Interconnection-Component Requirements

In the previous chapter, we compared the performance of SBZ with that of

_BZ in terms of concurrency and delay. The cost was measured only in terms

of the number of transmitters and receivers and their speed. In t.h_is section, we

consider the passive interconnection components, namely couplers and fibers. It

will be assumed that those components can operate at any transmission rate. As

in the case of performance, the comparison will be conducted for three sets of

constraints: (i) equal B and S, (ii) equal C and S, and (iii) equal B and C. Two

extreme configurations of an individual subnetwork will be considered: a linear bus

with taps, and a centralized star. Throughout the discussion, we assume that there

are N stations, each with O transmitters and C receivers.

Linear bus with taps. As shown in Fig. 3.1, each subnetwork is implemented as

a single fiber that goes among the stations. Each transmitter is connected to this

fiber by means of a (2 x 2) star coupler, and the same is true of each receiver.

For simplicity in comparing the fiber requirements, we assume that each fiber goes

among all stations, regardless of whether or not they are members of its subnetwork;

however, stations that are not members of a given subnetwork are obviously not

connected to its fiber.
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Fig. 3.2 A (4 x 4) star coupler constructed from four (2 x 2) couplers.

Centralized star. As shown in Fig. 2.6,this isthe dual of the linearbus. Here, a

star coupler corresponds to a subnetwork, and a fibercorresponds to a transmitter

or a receiver.

The comparison of the interconnection component requirements iscomplicated

by the fact that the required star couplers are of differentsizes.We solve this by

assuming that largecouplers are implemented using small ones as building blocks

[36].This isillustratedin Fig.3.2,which depictsa (4 x 4) coupler constructed using

4 couplers of size(2 × 2). In general,an (M × .__f)coupler can be constructed using

M. logpM couplers of size(p x p). (Itisassumed that p divides M.)
P

Table 3.1 summarizes the comparison. Perhaps the most interestingresultis

that for equal B and C, (the case in which SB2" has higher throughput for identical

active hardware,) and a star configuration,_qB2" requires fewer couplers and the

same amount of fiber.
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Linear bus implementation:

Fiber _ Subnetwork _ S/B

Star Coupler _ Transmitter or Receiver _ C

Conditions: Fiber Couplers

equal PBI SBI

S aad B

C and B

S and C

_BI SBI

s/B S/B

C C 2

C C 2

2N. C_,sz

2NC

2NC

2N.

2NC

2NC

Centralized star implementation:

Fiber _ Transmitter or Receiver _ C

Star Coupler _ Subnetwork _ S/B

Conditions: Fiber Couplers

equal _BI SBI _BI SBI

S and B

C and B

S aad C 2NC 21VC

C_,sz(NxN)

C (NxN) =

X N

c' =
NC, N
-7-1ogp_ (pxp)

Table 3.1. Passive interconnection-component requirements for SBI and for "PBI.

(Shown for both a linear bus and a centralized star implementation.)
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3.3.2 Path Loss and the Number of Stations that Can Be

Accommodated

3.3.2.1 Path Loss

Path loss is the ratio of the power at the output of a transmitter, PT, and the

power at the input of a receiver, PR. Its constituents are:

- Power split. Since coherent detection is not practical in FOLAN's, and since

the optical detectors in use have low impedance, the receivability of a signal

depends on its power level, and the reception of a signal "consumes" the power

that is present at the receiver's input. This is in contrast with the case of coaxial

cables and high impedance detectors, which sense the voltage and draw minimal

amounts of power. As for the star couplers used in the intereonnection, the

power that appears at any given input of a coupler is split among the outputs,

and the power at each output is only a fraction of the power at the input.

- Inefficient fan-in. If fibers of constant cross section are used, an (m × n) lossless

coupler has a power split of max{m, n}.t (The ratio of power at a single output

to that at the input is max{m, n}.)

- Excess loss. This represents the imperfection of the coupler and its connectors.

For a given value of PT, the maximum allowable path loss is determined by PRmi n.

In studying the performance of existing optical receivers, one observes that, over a

wide range of transmission rates (100MHz-IGHz), PRmi n is roughly proportional

t This is indirectly explained by the constant radiance theorem in optics,[37] which states that when a
narrow beam undergoes a linear lossless transformation, its radiance remains constant. A corollary
of this is that the product of the cross-sectional area and the square of the numerical aperture of
an optical beam must remain constant under any lossless linear transformation of that beam.[38]
As a result, when several fibers are fused to form a single fiber, as is the case at the input of a star
coupler, the cross-sectional area decreases and the numerical aperture increases. Unfortunately,
the numerical aperture of the fiber is not any larger than that of the original one, so most of the
power cannot propagate and is lost. The fact that the cross-sectional area again increases at the
output of the coupler does not help.
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to the transmission rate. In other words, the receiver requires a certain number of

photons (a fixed amount of energy) per bit [39]. As a result,

Pamin(B) = B •Pamin(1). <3.1)

3.3.2.2 Maximum Number of Stations

The number of stations that can be accommodated by a passive fiber-optic

interconnection is determined by the maximum path loss over all source-destination

pairs. Since the subnetworks are disjoint, the first step in determining the maximum

number of stations is to derive the maximum number per subnetwork as a function

of the permissible path loss. The total number of stations is a simple function of

tkis number. Two configurations will be considered: a linear bus with taps, and a

centralized star.

Linear bus with taps

In the linear bus configuration, a signal goes through a number of couplers which

is proportional to the number of stations in the subnetwork, Ns.. For simplicity,

all couplers are assumed to be identical, so that the ratio of the power on the bus

just before any given coupler and that immediately after it is constant. Let L,

(L __ 1,) denote the contribution of excess loss and fan-in loss to this ratio; the

contribution of the power split to the path loss will be lumped together and is equal

to Ns,. This isolates the configuration-independent component, (fan-out,) from the

configuration-dependent ones. Finally, it should be noted that there is a tap for

each transmitter and for each receiver on the subnetwork; nevertheless, since we are

interested primarily in the comparison between $/3Z and PHI, we will assume that
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a signal goes through exactly Ns. taps.t Letting PT and PR denote the power at

the output of a transmitter and the power at the input of a receiver, respectively,

we obtain:

PT = Ns, " L N°", (3.2)
PR

and the number of stations that can be accommodated is such that

Ns. + l°gL N,, = l°gr, ( pF'_miu) "
(3.3)

The first term on the left hand side dominates the second one when the loss domi-

nates the power split, and the second term dominates the first one when the'power

split dominates the loss.

Star configuration

The star configuration is logically an (Ns. x Ns,) star. However, since very large

stars are not available, we assume that the large star is implemented using elemen-

tary (p x p) stars as building blocks. Consequently, the signal goes through logpNs,

couplers on its way from the transmitter to any receiver. The path loss is hence

__PT= Ns. • L l°gpN'" = ,,s._r(l+l°gp£),
PR

(3.4)

and the number of stations that can be accommodated is

in

(3.5)

tWith reciprocal couplers, the fraction of power that is coupled from a transmitter onto the bus is
equal to the fraction that is taken off the bus to the dangling output of the coupler. This creates
a tradeoff in the selection of the coupling coefficient, which does not exist in the couplers that act
as taps for receivers. Consequently, the coupling coefficients in the receiver couplers are likely to
be different from those of the transmitter couplers. We therefore think of each pair of transmitter
and receiver couplers as a single coupler, whose loss accounts for the losses in its two constituents.
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Comparison

The comparison will be under the constraint of equal aggregate network through-

put and equal numbers of transmitters and receivers per station. (Equal S for all

configurations; also, equal C for SB:T and ?B2".) As a result, SB2" will require a

lower transmission rate.

In a linear bus configuration implemented using currently available components,

the loss (fan-in and excess loss) dominates the power split. Consequently,

(3.6)

In the star configuration, the opposite is true, and therefore

PT

N_. _ PRmin(1) "B; (3.7)

Let No denote the maximum number of stations that can be accommodated by

a single broadcast bus that achieves the desired throughput. Since the transmission

rate required by "PB:T in order to achieve a given throughput is C times lower

than that required by a single bus, and the rate required by SBI is C times lower

than that of "PB:T, the relationship between the number of stations that can be

accommodated on each subnetwork with each of the schemes is as follows.

Linear bus with taps:

N]_ z -_ No 4- 21ogLC

N_.8z _ No + logzC (3.S)

Star configuration:

N_21: _ C 2. No
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N_ z ,_, C . No (3.9)

Finally, recall that with a single broadcast bus as well as with "P/32", N = Ns,,

whereas with SBE, N = C • N,,. The relationship between the total number of

stations that can be accommodated by the different interconnections is therefore as

follows.

Linear bus with taps:

N sSz = C. (No + 21ogLC) ;

N _B2" = No + logLC. (3.10)

Star configuration:

N ssz = C 3 • No;

N = c. No. (3.11)

The maximum number of stations which can be accommodated by SB:Z is thus

always higher than the corresponding numbers for the single bus or :P62" by at least

a factor of C, due to the fact that N as2: = C • N]_ z. An additional advantage

of up to C 2 over the single bus and up to C over PB2" is a byproduct of the

reduced transmission rate. This factor, however, depends on the configuration of

the subnetworks. Unfortunately, it is least pronounced for a linear bus, which is

the configuration that can accommodate the least number of stations. It should be

noted that, unlike the performance advantage, the power advantage is independent

of traffic pattern. Also, the advantage increases as the transmission rate increases.

It is thus of particular interest for high speed networks.
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Finally, note that this ,.qBZ, when implemented as just described, is optimal in

terms of power budget. This is so because the total fan-out of each transmitter is the

bare minimum, (if CT transmitters must reach N stations, at least one transmitter

and the number of stages is minimal, thus minimizing the excess loss. Unfortunately,

however, this cannot be said of any SBI. A general equal-degree, single-path SBZ

mayreq reeachsignalto gothrougha (1× coupler,followedbya ×1)

coupler, with a total fan-in and fan-out loss of _4_R.

3.3.3 Efficient Fiber Optic Implementation of an SB2: that Achieves a

concurrency of 1.5. C 2 for a Uniform Traffic Pattern

The ,.qBZ that achieves 1.5 • C 2 has grouping only in the weak sense, and its

subnetworks are not disjoint. Nevertheless, it will now be shown how to construct

it without any fan-in loss and with optimal fan-out. This ,.qBZ can be viewed as

consisting of 9. C 2 partially overlapping subnetworks, each interconnecting one

group of TS's with one group of l_'s. (Recall that there are 3. C groups of each

type.) Fig. 3.3 illustrates a power-e_cient configuration for this SB2", which is

constructed as follows. The outputs of the ith transmitters of all stations in any

given TS group are fed into an (_-_ x _-_) star coupler. Next, noting that the

aforementioned transmitters must reach 3 groups of RS's, the outputs of the star

coupler are split into 3 bundles of _ fibers each.(All the fibers in a bundle carry

identical information.) Now, let us examine the situation at a group of RS's; for

the jth receivers, there are 3 incoming bundles, each with _: fibers, giving a total

of 3_ fibers.

Since the signals on those fibers must reach 3"_ receivers, an (3_: x _) star

coupler is used. However, since the _ incoming fibers constitute 9_" replicas of
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Fig. 3.3 Power-efficient fiber optic configuration for the ,_62" that achieves 1.5. C 2

with a uniform traffic pattern. The connections are shown for the 1st TS

group and for the 4th RS group.
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each of 3 signals, it is possible to use 9"_ couplers of size (3 x 3_) in parallel

instead of the single (_; x _) star coupler. This does not increase the number

of stages, and prevents interference problems which may occur whenever several

replicas of the same signal follow different paths and are then merged. (Multipath.)

In summary, this is a two-stage interconnection; i.e., a signal must go through two

star couplers on its way from source to destination. The first stage consists of 3C 2

couplers of size (_ x _:), and the second stage consists of -_ couplers of size

(3 x _T ). (Each stage can be implemented using several stages of smaller couplers,

but this is not a requirement.) Recalling the requirements for power optimality,

we observe that it is achieved only if NT _< NR, as was the case with grouping. It

should be noted that, strictly speaking, the power budget is somewhat inferior to

that in the case of grouping and disjoint subnetworks, since each path traverses at

least 2 couplers, thus incurring an excess loss at least twice. However, this is not

a very big difference and, whenever large couplers are constructed from small ones,

power budget will be the same.

3.3.4 SDM-W'DM Implementation

In fiber optic implementations using different wavelengths as the means of sep-

arating subnetworks, it is necessary to multiplex signals of different wavelengths

onto a common fiber and, at a later stage, to separate them. One way to do this

is to use couplers. However, this is costly in terms of power. Furthermore, the effi-

cient merger of signal of different wavelengths, each of which is on a separate fiber,

onto a common fiber, is theoretically possible, contrary to the case of a common

wavelength.

At a transmitting station, integrated laser arrays could be used. In fact, five

different wavelengths have reportedly been multiplexed onto a single fiber from an

integrated laser array,[40], and ten from separate lasers [41].
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In a centralized star implementation, a diffraction grating could be used to

perform the demultiplexing and multiplexing. Fig. 3.4 depicts a possible imple-

mentation for the case W-CT=CR=C, wherein N multi-wavelength fibers, each of

which carries the C outputs of some TS, serve as the input to a single grating spec-

trometer, which demultiplexes them and outputs C • N signals. Each such signal

enters a fiber, which serves as an input to one of the C 2 couplers. The coupler out-

puts are fed back to the spectrometer, (which is now used in the reverse direction,)

such that all signals that should reach a given RS form a horizontal row. The spec-

trometer multiplexes each row onto a single fiber. The figure depicts the incoming

fibers, the grating, two representative (_ x _) couplers, the coupler outputs being

fed back to the spectrometer, and the fibers going from the spectrometer to the

RS's. Since C different wavelengths are being used, the number of couplers can also

be reduced by using an additional grating. However, this may not be economical

due to the additional gratings and alignment stages that are required.

It is very important to note that the wavelength-coupler tradeoff affects the

number of couplers but has no effect on the size of each coupler, and that efficient

merging of different wavelengths is possible. Consequently, the power budget is not

affected. Also, the effect on hardware requirements is the same for "PBZ and for

,.qBZ; consequently, the previous comparison is valid regardless of implementation.

3.4 Operation of an SBZ

The discussion in this section will address the operation of SBTs with nonideal

access schemes from several angles. Initially, access schemes will be classified in a

rather crude way, and their effect on the actual performance difference between ,.qBZ

and ,SBI3 will be discussed. For the purpose of this comparison, ,SBZ will be treated
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Fig. 3.4 Using a grating spectrometer in a power-efficient SDM-WDhl implemen-

tation of a unidirectional, single-path, equal-degree SZ_Z with grouping

and disjoint subnetworks. The figure illustrates the case wherein only a

single fiber is required between each TS or RS and the wiring closet, but

the number of couplers is not reduced. The grating spectrometer is used

only to demultiplex signals that arrive from TS's, and to multiplex them

onto fibers that go to RS's.
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as a collection of C 2 identical, independent subnetworks. Next, it will be shown

that to actually operate S/32" using certain access schemes, some modifications must

be made to the interconnection. Lastly, ways of jointly operating the entire SB2"

will be outlined.

3.4.1 Access Schemes for Sharing a Single Channel

Over the last two decades, much research has been devoted to finding schemes

for the efficient sharing of the broadcast bus. Initially, the ALOHA scheme was

proposed and implemented [42]. The idea is that a station transmits whenever it

has a packet for transmission. If it does not receive an acknowledgment within a

certain time, it reschedules a transmission to some random time in the future. The

scheme is very simple, but the maximum throughput is only B/2e. This was the

first of a class of schemes which are often referred to as "random access" schemes,

since the allocation of channel time to stations follows no particular order. The

next step was to add channel-sensing capability, so that a station does not begin

transmission on an already busy channel. (This would lead to mutual destruction

of all colliding transmissions.) The first scheme in this category was "Carrier-Sense

Multiple Access", or CSMA [43]. The next step was the addition of a collision-

detection capability, for the purpose of minimizing the waste in the event of a

collision. Such a scheme, known as CSMA-CD, became very popular and is used in

the most prominent example of a network employing SB6, Ethernet [8].

The nonzero propagation delay on the channel may cause several stations to

believe the channel to be idle and to start transmitting, thereby causing a mutually-

destructive collision. The severity of this problem increases with an increase in the

ratio of end-to-end propagation delay to packet transmission time, which is com-

monly denoted by a. For small values of a, the channel-sensing access schemes
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achieve very high utilization. However, as a becomes large, increasing the transmis-

sion rate results only in a marginal increase of channel capacity. In fact, for very

high speed networks, the performance of channel-sensing random-access schemes

can be worse than that of random transmissions without channel sensing, such as

ALOHA. In [44, 45], it is shown that the maximum channel throughput for the

infinite population, slotted CSMA-CD scheme is given by

B

S = 1 +'Ka a < 0.5,
B (3.12)

°>o.5,

where K is a constant in the neighborhood of 3 to 6 which depends on the particular

version of the protocol. (Recall that a o¢ B.)

A drawback which is common to all random access schemes is that, due to their

stochastic nature, they cannot guarantee delivery of a message within a specified

time, even when the offered traffic is less than channel capacity.

In recent years, demand-assignment multiple access (DAMA) schemes have

emerged [46]. With these schemes, the right to transmit is passed from user to user

in a round robin manner, thereby guaranteeing bounded delay. However, unlike in

the original time-division multiple-access schemes, a user that has no messages to

transmit wastes only a minimal amount of channel time. Some of the schemes, such

as Expressnet [45] and Fasnet [47], use the physical ordering of the stations along

the bus to determine the order of transmissions. This permits them to operate more

efficiently than random-access schemes at high speeds, since they incur a significant

time gap in transmissions (twice the end-to-end propagation delay on the bus) only

once per round. (Eventually, however, they too become inefficient.) Another nice

feature of these schemes is that as the number of active users increases, there are

more transmissions per round, and the channel utilization thus increases.
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3.4.2 Effect of the Access Scheme on the Relative Performance of SBZ

and ,9B/_

Consider a slightlyfuturisticexample of a local-areanetwork with a totalband-

width of IGbps, bus length of1.5kin,(end-to-end propagation time ofapproximately

10#sec, and packet length of 2500 bits. With ,.qBB,a - 4, and the maximum

throughput with slottedCSMA-CD islessthan 50Mbps; i.e.,a utilizationof 0.05.

In contrast,an ,._BZwith C - 3 would have a transmission rate of only 110Mbps,

resultingin a -- 4/9 and S > 400Mbps; i.e.,an improvement in channel utilization

by more than a factorof 8, in addition to the other advantages. Furthermore, with

such an advantage in throughput, (and note that this the case that was referredto

in the theoreticalchapter as equal S and C,) itisclearthat for allcases,except that

of extremely low load,the delay performance of SBZ willalso be far superior. The

conclusion isthat SB_ can extend the effectiverange of random access schemes and

permit their efficientuse in situationsthat would otherwise render them useless.

At the other extreme, the performance of ALOHA is invariantunder a, so the

relativeperformance depends only on the topology and the resultsof the previous

chapter apply. DAMA schemes are between the two extremes, and a detailedcom-

parison isomitted. However, itisclear that increasing a, i.e.going to high speed,

longer range networks, favors ,.q/3I, and the results of the previous chapter serve as

a lower bound on the advantage of SBZ.t

3.4.3 Operation of an ,SI3Z Subnetwork with Various Access Schemes

The operation of an ,SBZ subnetwork is straightforward if the Sl3Z is bidirec-

tional. It is also straightforward if the access scheme being used does not require

t The performance of DAMA schemes often increases as the number of active users increases, since the
round time increases and the overhead remains fixed. The fact that in ,.gBB all stations participate
in the same round, whereas in 3B'L only a subset transmits over each bus, favors SBB. However,
this can never offset the fact that a is lower for SBZ by a factor of C2.
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the sensing of the channel. ALOHA and CDMA are such schemes. (CDMA was

discussed in chapter 1.) However, operating a subnetwork of a unidirectional SBZ

with a channel-sensing access scheme is complicated by the fact that a station (we

think of each TS, RS pair as a single bidirectional station) can only hear one of the

CT channels over which it may transmit. With bidirectional media, the problem

can be solved by equipping each transmitter with a sensor, which is usually much

cheaper than a receiver. With unidirectional media, the signal has to be brought

to the transmitter's location. In a centralized star implementation, this would re-

quire extra wires, resulting in a 50% increase in the amount of wiring. (Two wires

per transmitter, one per receiver.) A cheaper option is available if, as is the case

with fiber optics, the medium is unidirectional only in the sense that propagation

in the two directions is independent, but signals in both directions can be handled

concurrently. In such a case, it is possible to reflect a fraction of the power from

the output of the star coupler back to the transmitters. For example, if the coupler

has an extra output, a mirror could be placed at the end of that fiber.

3.4.4 Combined Operation of the Entire SBI

The combined operation of all subnetworks of an S]3I, in particular multiple-

path ,.qI3I's, opens an avenue for much future research. The discussion here, how-

ever, is restricted to several preliminary observations.

- With a unidirectional, single-path SBI with disjoint subnetworks and grouping,

the intragroup subnetworks, say (i, i), can be used by the members of the group

for the coordination of their transmissions over all subnetworks of which they

are transmitting members, (i, j).

- Adding a single control bus constitutes a relatively small overhead. (1/C2.)

- In a hybrid SBI-T_BI, a reasonable policy will be to first try and use the S/_I,
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resorting to the PI3Z only in case of failure or congestion of the relevant sub-

network.

In the summary of chapter 2, it was noted that a unidirectional S/3I can be used

in both directions, providing bidirectional connectivity between two groups of

bidirectional stations, but no connectivity among the members of each group.

To operate an SBI in this mode, one can make use of the corollary to property 2

of interference. The corollary states that two paths are mutually noninterfering

if an only if the "reverse" paths are mutually noninterfering. Consider now a

slotted access scheme, in which odd-numbered slots are used for the generation of

requests, and even-numbered slots are used to reply or to acknowledge requests

that were generated in the previous slot. The implication of the corollary is

that, regardless of the scheme used to regulate the use of the odd-numbered

slots, replies will always succeed. (Note that a reply is always destined to the

station that generated the request, and that replies are only sent for successfully

received requests. Therefore, the set of reply paths consists of the reverse paths

corresponding to a set of mutually noninterfering paths.)

The possibility of implementing a TS using a single physical transmitter was

mentioned in an earlier section. With random-access (e.g. CSMA-CD) or irn-

plicit token-passing (e.g. Expressnet) schemes, the operation of such a TS would

be quite simple: upon selection of the subnetwork over which it wishes to trans-

mit, it would attach its transmitter (and sensor) to that subnetwork and begin

executing the access protocol. However, operation in conjunction with schemes

in which high overhead is associated with the addition or removal of a node (e.g.

Token Bus, TDMA) would be complicated and inefficient.

High level protocols, such as maintaining address tables and topological infomnation,

are beyond the scope of this research.
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3.5 Applicability

Having explored the theory of S13_ in chapter 2, and practical issues pertaining

to its implementation and operation in this chapter, it is now possible to discuss

the applicability of SBI to various environments. The discussion will focus on

the single-path, unidirectional SBI with disjoint subnetworks and grouping, and

all implied comparisons will be with $613. (_13I is left out, since the purpose

of this discussion is to compare SBI with the most commonly used single-hop

interconnection, which is clearly S/_6.)

3.5.1 Bus-Oriented Local-Area Networks

Under a constraint of fixed total communication bandwidth, SBZ offersin-

creased throughput, (due to the increasedefficiencyof the access scheme as a result

of a C2-fold reduction in a_) increasesthe utilizationof transmitters and receivers,

isoptimal in terms of power budget, and permits a transmission rate that is lower

by a factor of C 2 than the totaltransmission bandwidth. However, packet trans-

mission time is C 2 times longer,throughput depends on the trafficpattern, and C

transmitters and receiversare required for each station.

Under a constraint of fixed transmission bandwidth per station, SBI again

offershigher throughput: an increaseby a factorof C due to increased totalcom-

munication bandwidth, as well as an increasein efficiencydue to a C-fold reduction

in a. Transmission time ishigher only by a factor of C.

Under a constraint of equal transmission rates (]3),SBI offersC2-fold higher

throughput while requiringonly C times more transmitters and receivers.Efficiency

isequal,and delay islower for SBZ.

The appropriateness of each of the above constraintsdepends on the implemen-

tation,as issuggested by the followingobservations, which also expose additional
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advantages of SB27 and play down the practical importance of some of its apparent

disadvantages.

- In existing networks, users often cannot make use of the total bandwidth. For

example, transferring a long file from one Vax 11/750 (running Unix 4.2BSD)

to another over an unloaded 10Mbps Ethernet proceeds at an average rate of

approximately 3.3Mbps. In this case, the user would not feel a difference in

the transfer rate if it used one of three transmitters, each of which is capable

of transmitting 3.3Mbps. In other words, the bottleneck is the user's capability

to move data into the transmission buffer or out of the reception buffer, rather

than the transmission rate.

- The cost of transmitters and receivers is constant within certain ranges of trans-

mission rates. However, the general trend is a faster than linear increase. (The

cost becomes infinite as the feasibility boundary is reached.) Therefore, several

slow transmitters and receivers may actually cost less than a single pair whose

transmission rate is equal to the sum of the slow ones.

- The total communication bandwidth of a medium is sometimes a function of the

way in which it is used. Consider, for example, a coaxial cable. Its bandwidth for

a single base-band channel is on the order of 10Mbps. Yet, CATV cables carry

over 100 channels, each of 5MHz bandwidth. The difference is due to dispersion;

(i.e., a variation of propagation speed with frequency;) this causes a single wide-

band signal to become badly distorted,t whereas each of numerous narrowband

signals suffer no noticeable distortion. It follows that, with a single cable and

frequency-separation, ,_B27 can have a total communication bandwidth on the

tOn a point-to-point link of known length, dispersion can be compensated for using a frequency-
dependent delay line. In the case of networks, however, particularly with a linear bus implemen-
tation, the distance depends on the source-destination pair. This would require either adaptive
compensation at the receiver, or the use of compensators along the bus. (In fact, dispersion-
compensated twisted pair wire has been developed.)
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order of C 2 times higher than that of $6_.

The implication of all the above is that S_2" is quite promising for situations in

which a single, inexpensive bus cannot satisfy the requirements; the exceptions are

cases wherein the primary performance measure is transmission time or delay at

very low loads, or a traffic pattern which has severe, time varying nonuniformities.

Finally, it should be noted that SB_ can also serve as a backbone network, in which

at least some of the stations serve as concentrators for small users. (As do tips for

terminals on an Ethernet.)

3.5.2 Other Networks

,.qB2" may also be useful for radio networks. Consider, for example, a task force

which is equipped with simple voice radios. With a single radio for each member,

at most one person can talk at any given time. IL instead, each person is equipped

with 2 radios, or two reeeivexs and one frequency-agile transmitter, the task force

can use 4 channels, thereby permitting 4 ongoing conversations. The important

difference between this example and the LAN is that here it is not simple to have a

single fast channel. (Sophisticated radios would be required.) Although the idea of

a single person having two radio transceivers sounds somewhat unusual, observation

shows that policemen quite often do just that. The difference between this and a

conventional multi-channel network, as is found in the military, is that here there

is full connectivity, whereas military networks provide communication between a

node and its subordinates on one channel and between a node, its siblings and its

superior on a second channel. (Tree structure.)

In satellite networks, it is often desirable to divide the bandwidth into several

channels, each of which is operated using TDMA. Viewing those channels as sub-

networks of an SB2" would require each station to tune to only 1/C of the channels,

yet would guarantee connectivity.
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3.5.3 Memory-Processor Interconnection

Performance

,9/32"cannot compete with multi-hop, high-flux interconnections in terms of cost-

performance ratio. It is therefore not a good solution when massive parallelism

isrequired in the communication. At the same time, however, many small-scale

parallelmachines tend to continue using a singlebus. SB2" may be appealing for a

range of machines inwhich a singlebus isinsufficient,yet a high-fluxinterconnection

isan expensive and complicated overkill.SBZ willprovide a signi_cant throughput

enhancement, while retaining the simplicity of a bus. For example, if the 32-bit

ports of devices that are currently connected to a single32-bit bus are replaced

with two 16-bit ports,four 16-bitbuses can be constructed, thereby doubling the

total communication bandwidth. As in the case of networks, however, ,9B2" isnot

good ifthe main performance measure is latency,queueing delay and throughput

not being a problem.

Hardware utilization

Another important aspect in thiscase isthe hardware utilization.The performance

of VLSI devices and the degree of integrationthat can be achieved are often deter-

mined by the limited number of pins that a device may have. If the utilizationof

each pin isdoubled, the number of pins can be cut in half. (Not exactly,since the

control pins, which must be replicatedfor each port, were not counted.)
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Chapter 4

"Supernodes" in Networks Employing

Spread-Spectrum with Code-Division

Multiple-Access

4.1 Introduction

The two previous chapters focused on the problem of increasing the capacity

of single-hop interconnections that employ shared media. The increase was accom-

plished by the use of multiple channels, each of which interconnected a subset of

stations. To preserve the single-hop connectivity, it was necessary to equip each

station with several transmitters and receivers. While the discussion implicitly as-

sumed narrowband channels, the results are equally applicable to spread-spectrum

channels. The current chapter considers a single spread-spectrum channel, which

interconnects a set of nodes.t The interconnection is thus an SB/_, although this

tin the SBI chapters, the term "stations" was used in order to avoid confusion with the graph
nodes, since those corresponded to single transmitters and receivers or to couplers. Here, there is
no confusion and the more common term, "nodes", is thus used.

?'
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channel could also be one of an ,.q/_Z's subnetworks. Equipping a station with several

transmitters and receivers that are connected to the same channel cannot increase

the interconnection's capacity; nevertheless, it is a means of achieving nonuniform

capacity allocations so as to match nonuniform trailic patterns. In the remainder

of this section, we present an overview of spread spectrum, explain the capacity

allocation problem and outline the contents of the remainder of the chapter.

4.1.1 The Spread-Spectrum Channel with CDMA

At the transmitter, a data stream of rate B bits per second is used to modulate

a data-independent code-stream of a much higher rate, SF. B. The resultant chip-

stream, of rate SF. B, is used to modulate the carrier of the transmitter. The

bandwidth occupied by the transmission is thus approximately SF times higher

than the minimum bandwidth required for transmitting data at rate B. SF is

therefore referred to as the _pread factor.

Two basic mechanisms are in use for achieving the spreading, and existing

systems use either one or a combination. With _requency happing, (FH,) the code

determines the carrier frequency for each chip, and the data determines the phase.

With direc_ sequence, (DS,) both the data stream and the code are binary sequences.

An exclusive-OR operation is performed between the two, and the result is used to

modulate the phase of a fixed-frequency carrier.

At the receiver, the chip-stream is received. Then, using the code, which is also

known to the receiver, the original data stream is recovered. (A correlator or a

matched filter are employed to perform this operation.) In an ideal situation, the

received and transmitted chip streams are identical, and the recovered data stream

is therefore identical to the original one. In a non-ideal case, the received signal is

contaminated with noise, as well as with other ongoing transmissions. This results
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in occasionalerrors in the receivedchip stream. However,due to the large number

of chips per bit, the bit can be reconstructed correctly even if some of the chips

are erroneous. Furthermore, it is possible to add error-correction encoding prior to

the spreading, and decoding after the despreading. Referring to the elements in the

post-encoding (and pre-decoding) streams as symbols, a certain rate of errors in the

received symbols can also be tolerated.

In addition to improving immunity to noise and jamming, the use of spread

spectrum also permits several concurrent transmissions to be received by collocated

receivers. For this to be true, the code must have narrow autocorrelation mainlobes

and low sidelobes; this causes replicas of the same code which are staggered in time

to be nearly orthogonal to each other, resulting in one transmission having little

effect on the output of a correlator which is locked onto another one. The ability to

receive several transmissions on the same code concurrently is referred to as time

capture. Another possibility is to use different, mutually orthogonal codes for each

transmission. This is referred to as code-division multiple-access, or CDMA. A very

large amount of research has and is being done to further the understanding of the

performance of various spread-spectrum channels. Some examples are [24, 48, 49,

50]: ......

4.1.2 The Problem in Allocating Capacity

In a real network, certain nodes must often carry much more traffic than most

other nodes; examples of such nodes are gateways, mainframes and file servers in

terrestrial networks, as well as the terrestrial hub of a 2-hop satellite network [51].

To make use of a channel's capacity, it is necessary to allocate fractions of it to

nodes according to the fraction of traffic that they must carry, as specified by the

traffic pattern. A "busy" node must therefore receive a fraction of channel capacity

which is much larger than those given to most other nodes.
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From the fact that the spread-spectrum channel can accommodate several on-

going transmissions, it immediately follows that a single transmission uses only a

fraction of the channel capacity. Assuming the use of standard equipment and codes

of equal rates for all transmissions, extreme nonuniformity in capacity allocation

can therefore only be achieved by equipping a "busy" node with several transmit-

ters and receivers, thereby permitting it to engage in concurrent transmissions or

receptions. Such a node will be referred to as a "supernode".

4.1.3 Outline of the Chapter

Having established the need for supernodes, it is interesting to find out whether

such a node can outperform a collection of separate nodes with an equal total

number of transmitters and receivers. The focus is on the design, operation and

performance of a supernode. Specifically, a single supernode S is considered, which

is surrounded by many conventional nodes, each of which carries a small fraction of

the network traffic. The goal is to increase the throughput of S. (Since S is assumed

to constitute a throughput bottleneck, maximizing its throughput also maximizes

the network throughput.) Also, for any given inbound throughput, it is desirable

to maximize the efficiency of channel usage, which is defined to be the reciprocal of

the number of times a packet must be transmitted until it is received successfully

by its destination. While much research has, is and still needs to be done to further

the understanding of spread-spectrum channels and CDMA, (e.g. [24, 48, 49],) the

emphasis here is on identifying and understanding issues which, while being inherent

to this type of channel, are valid regardless of the exact channel characteristics.

In section 2, we present a model for packet reception in the CDMA environ-

ment. Since the most common use of spread-spectrum channels is currently in

packet-radio networks [52], it is initially assumed that a node cannot receive and
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transmit concurrently. In section 3, the Slotted ALOHA [53] multi-access scheme

is assumed, with packet lengths of exactly one slot. This permits an evaluation of

multiple receivers, multiple transmitters and a combination thereof, while keeping

the analysis simple. Since packet radio networks are frequently not fully connected,

the neighborhood of S is modeled as a two-hop topology.

Viewing a network as a graph whose nodes correspond to network nodes, there is

a link from node i to node j with tag k if and only if node j can hear transmissions of

node i and has a receiver for code k. In networks employing CDMA with Receiver-

Directed Codes (CDMA/RDC), whereby nodes are allocated disjoint sets of codes

for reception, each transmission activates only one link. It is therefore possible to

mask individual links of the graph. This is different from narrowband networks, in

which the decision as to whether or not ever activate links is made jointly for all

the outgoing links of a node. As a digression from the issue of multiple transmitters

and receivers, but in line with the performance-enhancement of a busy node, the

slotted model is used in section 4, in conjunction with a single-hop topology, for the

exploration of link masking as a means of increasing S's inbound throughput. Link

masking is particularly relevant to such slotted systems.

While the slotted model is convenient for analysis, and is sufficient for exposing

a number of issues, it nevertheless hides the effect of time-capture. This is, of

course, particularly relevant to the reception of packets. In section 5, an unslotted

model is used to further study the design and operation of S's receivers, focusing

on time capture and on the resulting design tradeoffs. Several multi-receiver node

architectures and code-assignment policies are proposed and compared.

Although spread-spectrum and CDMA are currently used primarily in packet-

radio networks, they can also be used with local-area networks over low-attenuation

media, in which transmitted and received signal levels are similar. In such networks,
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a node can receivewhile transmitting, and the half-duplex restriction is no longer

required. This may also be true of packet radio networks in which the receiver

and transmitter of a node are not collocated, or at least useseparateantennas. In

section 6, the results for half-duplex nodesare adapted to the caseof full-duplex

nodes. Section 7 concludesthe chapter.

4.2 Model for Packet-Reception

A packet consists of two fields: (i) preamble of fixed length, and (ii) data. The

reception of a packet consists of two phases: (i) synchronization onto the preamble,

and (ii) reception of the data portion. In the spread-spectrum environment, occa-

sional contamination of the received signal is possible. Therefore, the data portion

of the packet is sometimes encoded prior to the transmission in a way that permits

correction of errors to a certain degree and detection of (some) uncorrected errors.

The encoded bit sequence is obviously longer than the original one. The process

of encoding the data and later decoding it and correcting errors is referred to as

forward error correction, or FEC [54]. Upon completion of its reception, a received

packet is decoded by the recipient. If it is error-free, the reception is considered suc-

cessful; otherwise, the packet is rejected. Packets that are not received successfully

are lost and must be retransmitted at a later time. We will distinguish between raw

thro_tghp_tt, consisting of all received packets, and err0r-free throztghp_tt, consisting

only of those packets that are received successfully, i.e., free of errors.

The synchronization phase is successful if and only if (i) the receiving node is

not transmitting, (ii) the arriving packet is receivable, i.e., its preamble does not

overlap (at ,9) with that of another packet that was transmitted on the same code,

and (iii) there is an available receiver on the appropriate code. The phenomenon of
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Example of a packet arrival process. We assume that all packets are on

a common code, and that there are two receivers, packets marked "RR"

are received; those marked "R" are receivable but cannot find an available

receiver, and the unmarked ones are nonreceivable.

overlapping preambles of packets with the same code will be referred to as intracode

interference. Fig. 4.1 shows an example of a packet-arrival stream. The packets

marked "RP_" are receivable and find a receiver, so they are received. Those marked

"It" are receivable but do not find a receiver. The unmarked ones are nonreceivable.

In the figure, it is assumed that there are two receivers and a single code. An

unsuccessful attempt to synchronize onto a non.receivable packet does not prevent

the receiver from synchronizing onto the next receivable packet, since the preamble

of a receivable packet never overlaps with that of a nonreceivable one.

The finite capacity of the channel results in interference which depends primarily

on the number of ongoing transmissions and is independent of code; this will be

referred to as in_ercode interference. Intercode interference is assumed to manifest

itself only in the form of erroneous bits in received packets, thus rendering those

receptions unsuccessful; it cannot cause a receiver to abort an ongoing reception.

From this, along with an assumption that a node does not begin transmitting when

engaged in data-reception, it follows that the data-reception phase begins upon
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successfulcompletion of the synchronization phase, and isalways completed.

With the above model, throughput analysis can be carried out in two stages.

Initially, the raw throughput is computed. This stage accounts for the loss of packets

due to preamble-overlap on the same code and due to the lack of an available

receiver. Both of these depend on the architecture, on the code assignment policy

and on the level of S's inbound traffic, but not on channel parameters such as

coding scheme, signal to noise ratio and capacity, or on the level of background

traffic. The second stage accounts for the remaining cause for loss of packets,

namely erroneous bits due to intercode interference, which depends only on the total

traffic level and on channel parameters, and yields the error-free throughput. This

approach decouples the architecture-dependent factors from the channel-dependent

ones, thus permitting the raw-throughput results to be used in conjunction with

intercode-interference results which are obtained for different coding schemes, levels

of background traffic, etc.

The above model is an approximate one. The following paragraphs give some

insight into the approximations and the consequences of using them.

Synchronization. In practice, the synchronization pattern is repeated several times

in the preamble. Therefore, partial overlap of preambles with the same code may

still permit synchronization onto them, and the model used here is thus somewhat

pessimistic. Given a specific preamble design, our model can be used in a more

accurate way by replacing the true preamble length with an appropriately shorter

one. This has the desired effect of reducing the probability of preamble overlap for

any given arrival rate. Another approximation involves the implicit assumption

that inter-code interference does not affect the synchronization. The logic behind

this approximation is that if the level of inter-code interference is such that a short,

robust preamble is interfered with in a significant way, the probability of no errors
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in a received packet is very low, and such operating conditions are thus of very little

interest.

Deeoupling of error-freedom from reception. Let us consider the probability that

a packet is error-free; i.e., the probability that if there were an infinite number of

receivers, as well as some magic way of guaranteeing synchronization, the packet

would be received successfully. Due to the Markovian nature of the system, the only

dependence of this probability on the history of the system is through the number

of ongoing transmissions at the time of arrival of the packet. Using k to denote this

number, this probability is given by

oo

P[error-free] = _ P[k = m]-P[error-freelm ].
rn_0

(4.1)

Also, the probability that a packet is received and is error-free (with a finite number

of receivers) can always be expressed as

V[successful reception]= P[received]•P[error-freelreceived]. (4.2)

The first term on the right hand side of (4.2) is equal to the ratio of the raw

throughput to the mean packet-arrival rate, and the second one can be expressed

as

oo

P[error-free[received] = _ P[k = mlreceived] • P[error-freelm]. (4.3)
m-----0

Therefore, the decoupling approximation is close if and only if the knowledge that

a packet was received has little effect on the distribution of the number of ongo-

ing transmissions at the time of the packet's arrival. Furthermore, a very good

first-order correction can be obtained by using the value of P[error-free] which cor-

responds to the correct value of the mean number of ongoing transmissions. This

will be evaluated for a specific case and further elaborated upon in a later section.
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4.3 *Multiple Receivers and Multiple transmitters with

Slotted ALOHA

With packet lengths of exactly one slot and all transmissions starting at the

beginning of a slot, there cannot be partial overlap of transmissions. As a result,

there is no time capture, and each receiver must have a different code. It also follows

that a receivable packet is guaranteed to find an available receiver. Therefore, a

packet is received if and only if the receiving node is not transmitting and hears no

other transmission on the same code. Intercode interference manifests itself in the

form of some function, P$(1), which is the probability that a packet that is received

in the presence of (l - 1) other ongoing transmissions is found to be error-free.

4.3.1 Network Model

We consider a single supernode, S, which is equipped with T transmitters and

M receivers; (each receiver is assigned a different code;) S is surrounded by N con-

ventional nodes (neighbors), and each neighbor is within range of Q other neighbors.

There are also other, ez_ernal nodes, which are not within range of S but are within

range of some of its N neighbors. Fig. 4.2 shows an example with N = 12, Q = 4.

Each neighbor transmits independently according to a Bernoulli (p) process. A

neighbor's transmission uses any given supernode code with probability :g/., the code

of any given neighbor (from among the Q that are within range) with probability

(1 - a). _, and the code of some external node with probability (1 - a). (1 -/3).

Each neighbor hears k transmissions of external nodes with probability PET(k);

the probability that such a transmission uses that neighbor's code is denoted by 6.

(c_, /3, 6 and PET(k) are assumed to be given; in practice, they are a byproduct

of the traffic pattern and the routing strategy.) The supernode S transmits in any

given time slot with probability p0. Two forms of synchronization between the
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Neighbc
External node

Fig. 4.2 Example of a topology for the analysis of throughput with slotted ALOHA.

N=12; Q=4.

T supernode transmitters are enforced: code synchronization, whereby concurrent

transmissions by the supernode's transmitters employ different codes, and time

synchronization, whereby the T transmitters are either all idle or all transmitting.

Without time synchronization, S would hardly ever be available for reception. Due

to the relative simplicity of the slotted model, the error-free throughput will be

calculated directly.

4.3.2 Multiple Receivers

For the calculation of ,5"'s inbound throughput, the external nodes need not be
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considered. Let Pa(1) denote the probability that exactly one transmission uses a

specific supernode code, given that there are l concurrent transmissions, and let

Pb(l) denote the probability that exactly l neighbors are transmitting in a given

slot. The two probabilities are given by

•_-. 1-- , (4.4)

Pb(1) = (Nll ) . pl . (1- p) N-I,

and the mean inbound throughput of each of S's receivers is

(4.5)

N

&n, = (1 -- P0)" _ Pa(l)" Pb(1)" Ps(1). (4.6)
1=i

The average throughput into the supernode is therefore

Sin = M- Sin, = (I - po) _ a . I. Ps(1) pt(1 _ p)N-, 1 - .
!=1

(4.7)

For the simple case wherein all transmissions of the neighboring nodes are intended

for S, and Ps(1) = 1 for 0 < I < L and 0 otherwise, the dependence of popt (the value

ofp that maximizes Sin) on M and L is shown in Fig. 4.3, and Fig. 4.4 shows Sin/(1-

190) versus M (maximized over p). The figures show that inbound throughput

is initially proportional to the number of supernode receivers (and codes), since

int.racode interference is the limiting factor, but the marginal benefit eventually

tapers off due to intercode interference. Although the optimal.number of receivers

is infinite, a practical maximum would be a number beyond which the benefit of

additional receivers is small.
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Fig. 4.3 Multiple receivers: neighbor's optimal probability of transmission.
N = 100.

4.3.3 Multiple Transmitters

Initially, the probability of successful reception of a supernode packet is cal-

culated. To do so, one must take into account S, the intended recipient, the Q

neighbors that are within range of the intended recipient, and the external nodes.

Given that the intended recipient is not transmitting, and that it hears exactly

q _ Q transmissions of other neighbors of S along with T transmissions by S and
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Fig. 4.4 Maximum normalized inbound throughput with multiple receivers.

(Slotted). N = 100; p = Port(N, M, L).

k transmissions of external nodes:

[P[no intracode interfereneelq , k, T] = 1 - 8" • (1 - 6) k, (4.s)

P[no ingercode intefferencelq, k,T ] = Ps(q + k + T). (4.9)

Given the number of transmissions by each type of nodes (S; neighbo,_; external
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nodes), in_ercode and in_racode interference are independent of each other. Conse-

quently:

P[ reception of a given supernode packet[q, k, T]

(4.10)

It ]=(l-v) Ps(q+k+r).

Since the transmissions of ,.q, its neighbors and external nodes are independent

of each other, the probabilities of the conditions can be calculated separately. In

fact, the only one that really needs to be calculated is the probability of q:

P[q of the Q relevant neighbors of S transmit] = (Qq ) .pq.(1-p)Q-q;O <_ q <_ Q.

(4.11)

Finally, relaxing all the conditions except for the T supernode transmissions, the

outbound throughput is given by:

So,,, = T.p0. (1 - p)-

•E 1-,o
q=O

(1- 6)k] Ps(q + k + T) [(Q'q)pq(1- P)Q-qPET(k)]} .

(4.12)

To illustrates the various trends, we now turn to the simple case of a fully

connected network consisting of S and its N neighbors, in which all transmissions

by the neighbors use S's codes. Therefore: Q "- N - 1; /3 - 1; PET(k) = 0 Vk

0; a -- 1. Ps(I) is approximated by a step function: Ps(1) = 1 for 0 < l < L and 0

otherwise. In this case, (4.12) reduces to

min{L-T,N-1}

So,,t= Po" T. (1 - p). _ (4.13)(N : l)pq(1-- p)N-l-q
q=0

From (4.13) it can be seen that there is a nontrivial value of T which maximizes

So,,t: a very small number of transmitters results in low throughput due to the
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Fig. 4.5 Optimal number of supernode transmitters and maximum normalized out-

bound throughput. (Slotted.) N = 100.

fact that each transmitter can transmit at most one packet per slot. Increasing the

number of transmitter increases the transmission rate, but increases probability of

destructive intercode interference, thereby decreasing the probability of reception

of any given packet. Fig. 4.5 presents the results for the specific case. The dashed

curves show the dependence of Topt (the value of T that maximizes gout) on p and

2:; Topt is independent of p0. The solid curves show the dependence of Sout/po on p
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and L with T = Top,. Note that the throughput per transmitter also decreases with

an increase in p, even if the optimal number of transmitters is used. Although the

results would vary with N, the primary dependence is on p. N, which indicates the

fraction of the channel capacity that is unavailable for $'s transmissions. It is also

interesting to observe that the throughput per transmitter increases as we decrease

T (and everything else remains unchanged). Consequently:

T
So.,(T) >_ -;--. &.,(Top,), T < Top,

_op,
(4.14)

The opposite is true for T > Top,.

4.3.4 Multiple Transmitters and Receivers

In sections 3.2 and 3.3, the goal was to maximize throughput in one direction,

assuming that the parameters associated with the other direction had been set

and are thus part of the environment. The two directions are now combined in

order to address the problem of maximizing Si, and So,,, subject to the constraint

Sin�Sou, = 7. In its most general form, this is a multidimensional optimization

over the parameters M,T,p and _, (N and L are given). It will be assumed that

M is also given, since the unconstrained maximization of throughput occurs with

M = _. One could also formulate several related problems. For example, there

may be a cost constraint that determines (M + T), and the goal will be to find

(M, T, p, P0) that maximize throughput.

Since S_,,,,,,,,_(po) decreases as p0 increases, and since setting T = Top,(p) mini-

mizes the value of p0 required to achieve any given value of Sour, yet does not affect

Si,/(1 - Po), (because once $ is transmitting it cannot receive, regardless of T,) it

follows that T should best be set to Topt(p), as computed earlier. The problem thus

reduces to a maximization of Si, over p, such that Si,,/Sout = 7- Fig. 4.6 depicts
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Fig. 4.6 Multiple receivers and transmitters: 5'/,1 = So=t; N = 100; L = 20;

M --- 10; 0 < p < popt(N, M, L,inbound only).

Sin�(1 -po), Sout/po,po, and (Sin + Sottt),na= versus p for 7 = 1. Fig. 4.7 depicts

Popt, POoptand (Sin + Sout),na= versus 7- Both figures were generated for the specific

case that was used in sections 3.2 and 3.3.

The design problem becomes much more complicated when there are several

supernodes, since transmissions intended for one supernode can be interfered with

by transmissions intended for other supernodes as well as by transmissions of other
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supernodes. Consequently, Si. does depend on the number of transmitters used

by the supernodes, and the optimal number of supernode transmitters is no longer

the one obtained in section C. In fact, it is smaller. Although the optimization

is multidimensional and, as a result, more complicated, the computation for each

choice of parameters is similar to the simple case.
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4.4 Link Masking

In this section, it is shown how link masking can be used to increase S's in-

bound throughput by reducing the size of the contending population. Specifically,

the funneling of all the inbound traffic destined for any given receiver of ,.q through

a subset of S's neighbors (authorized neighbor8 for that receiver) is considered, thus

masking ,.q's remaining inbound links. Recalling that the throughput of a conven-

tional Slotted ALOHA channel is 1/e for N = oo and 0.5 for N = 2, link masking

can be expected to increase inbound throughput by up to 36%. To prevent obstruc-

tion of the main issue at hand, we set M - 1 and L - co. The accommodation

of multiple receivers is straightforward, provided that N >_ 2M; otherwise, it is

slightly more complicated due to an overlap of the funnels for different receivers.

The accommodation of finite values of L is similar to the previous sections, and the

relationship between raw and error-free throughput will be commented upon.

The analysis of link masking as applied to this specific example is similar to

that of routing packets to a central node in a narrowband network via a sequence

of repeaters [55,56,57]. In the referenced studies, it was assumed that the central

node never transmits. Here, it is studied for CDMA/RDC, allowing p0 >_ 0.

Let us define the rou_ing graph to be the directed graph consisting of the union of

the paths to be used to route packets from each node to S, but excluding the initial

hop of those paths. The goal is to determine the maximum attainable throughput

into S and the simplest routing graph that can achieve it. (Shortest paths in

terms of hops.) Since throughput with slotted ALOHA increases as the size of the

contending population decreases, each node in the simplest routing graph should

transmit to exactly one other node. Combining this with the requirement that all

paths of the routing graph end at ,,q, it follows that the simplest routing graph is a

tree which has ,9 as its root. Before proceeding, some notation must be introduced:
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A typical routing tree is shown in Fig. 4.8.

followingset of equations:

The distance in hops from a node to S via the routing tree.

The number of level-(/-{-I) nodes that may transmit to each level-/node.

Probability of transmission of any given level-/node in any given slot.

Probability that any given level-/node receivesa packet in any given slot.

The routing tree is governed by the

PRi = niPi+l(1 - Pi+l)ni-l(1 -- Pi) i = O. 1, ... (4.15)

PRi+I =PR; (4.16)
ni

Note that, in a narrowband network, assuming a symmetric hearing matrix that

represents a tree, the right hand side of (4.15) would contain an additional factor

of (1 - pi-1), representing transmissions by the father of the level-/node [56].
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Assuming that the upper bound of 0.5(1 - p0) on S's inbound throughput is

achievable, we proceed to impose requirements on the routing tree, beginning with

level 0, and obtain upper bounds on ni along with matching values of pi. Obtaining

ni <_ _ is the indicator for having reached the leaves of the minimal routing tree.

level 0: no = 2; pl = 0.5;

level 1: combining this with (4.15) and (4.16), and noting that, for any value of hi,

1 yields:PR_ is maximized by setting Pi+l = ,_,

1 nl-I1---_ = 0.5. (1 -p0) (4.17)
hi/

Solving (4.17) for [nlJ yields the upper bound on nl as a function of p0: for P0 = 0,

nl = 2; for P0 _> 0.264 (= 1 - 2/e), nl < _.

level 2: similarly, and t-ecalling that Pi <- 0.5, the upper bound on n2 is ¢x_, regardless

of P0.

The two extremes of the required routing tree are shown in Fig. 4.9. The

size of the routing tree is independent of the number of network nodes. In the

remainder of this section, the focus here is on link masking using a height-1 binary

tree (no -- 2, nl <_ oo, 2-hop paths); the 1st hop is from the source to an authorized

neighbor, and the 2nd hop is from an authorized neighbor to S. It will be shown that

2-hop link masking comes close to achieving Sin = 0.5(1 -p0), thus rendering more

complicated routing graphs, such as the height-2 binary tree (3-hop link masking),

unnecessary.

When P0 < 0.264, the 1st hop cannot support the maximal throughput of the

2nd hop (with/h = 0.5). For this case, Sin,,,z(p0) is calculated by substituting

no - 2 in (4.15) and in (4.16), replacing PR, in (4.16) with a tight lower bound

of _(1 - Pl), and solving (4.15) and (4.16) for Sin. The lower bound is tight (it is
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Fig. 4.9 Link masking: minimal routing trees, a) po < (1-2/e); b) po >_ (1-2/e).

exact for nl = N = oo); the maximization is over pl. \.Vhen 0.264 < p0 < 1, the

bottleneck is in the 2nd hop and Si,_._== = 0.5(1 -p0). In summary:

5"/.,..,=(po) = • 1 1 ---_'

L0.5(1 -- ioo),

0 <_ p0 _< 0.264

0.264<p0< 1

(4.18)

A plot of Si.=°=/(1 -- P0) versus io0 is shown in Fig. 4.10; results for direct trans-

missions and for 3-hop link masking are presented for reference.

Having demonstrated the throughput advantage of 2-hop link masking over

direct transmissions, their performance in terms of efficiency is next compared.

Although it seems that the use of 2-hop link masking reduces the efficiency by a

factor of two, since each packet must be transmitted at least twice, it will be shown

that this is not always the case.
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Fig. 4.10 Link masking: maximum normalized inbound throughput. (Slotted.)

M=I; N,L>>M.

Direct transmission. Let us set p = _. Assuming large N:

8.e -°= Si. O<_Sin_<-l .(l-po); 0<8_< 1 (4.19)
(1 - p0) e

and the transmission rate is 8.

2-hop lhlk masking. The transmission rates on the 1st and 2nd hops are N "p2 and
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- 2 "Pl, respectively. Solving (4.15) for pl:

_ 2 Sin _ (4.20)Pl =0-5" 1-- 1-- l-p0]

Let us set p2 - _, so that each level-1 node sees a population of N nodes, each of

0 I
which transmits to it with probability _.. Substituting the latter for pi+l and -_

for PR1 in (4.15), and assuming large N yields

01e_ 0, = 0.5Si.
(1 -- Pl)' (4.21)

and the transmission rate is 2(0'+ pl). (The feasible (p0, Si,) combinations for

equations (4.19),(4.20) and (4.21) are represented by the regions under the appro-

priate curves in Fig. 4.10.) Fig. 4.11 depicts Si,,_o_ for 2-hop link masking, along

with the aggregate transmission rate on each of the hops, as a function of p0. For

p0<l 2- ;-, the throughput bottleneck is seen to be in the 1st hop; consequently, the

transmission rate on the 2rid hop is lower than that which maximizes the throughput

of that hop. For P0 > 1 - 2;-, the bottleneck is on the 2nd hop and the transmission

rate on the 1st hop is lower than the one which maximizes its throughput. Fig. 4.12

depicts the efficiency of channel usage as function of inbound throughput for var-

ious values of Po; curves are presented for direct transmissions and for 2-hop link

masking. Both Si, and the efficiency are divided by (1 -p0) in order to remove the

effect of S's unavailability for reception due to its own transmission. It can be seen

that the efficiency of direct transmissions depends on p0 only through the factor of

(1 - P0). Therefore, having divided by the factor, the curves are independent of P0.

With 2-hop link masking, however, there is an additional trend, namely an increase

in efficiency with an increase in p0. To understand this, note that increasing p0

while keeping p (direct transmissions) and Pl (2-hop link masking) unchanged has

the same effect on the throughput of the two schemes, and the efficiency of the 2nd
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Fig. 4.11 Maximal inbound throughput and required transmission rates with 2-

hop link masking. Air = 1; N, L >> M'.

hop (link masking) relative to that of direct transmissions is also unchanged (since

the probability of reception of a packet is proportional to (1 - p0) in both cases).

However, due to the drop in Si,,, PR1 (link masking) also decreases, and the x-alue

of P2. required to achieve it is lower. This, in turn, results in increased efficiency

of the 1st hop. Consequently, as P0 is increased, there is an overall improvement

in the efficiency of link masking relative to that of direct transmissions. Fig. 4.13
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Fig. 4.12 Efficiency of channel usage with 2-hop link masking and with direct
transmissions.

depicts Si.,.,,.,=(l_) as a function of P0, for direct transmissions and for 2-hop link

masking. The feasible (P0, Sin) combinations for each scheme-are represented by

the region under the appropriate curve. The dashed curve in that figure is the equal

efficiency line. Below it, direct transmissions are more efficient (fewer transmissions

per reception) than 2-hop link masking. Above the boundary, 2-hop link masking

is more efficient. Observe that, for low values of p0, direct transmissions are more

efficient as long as they are feasible, and the boundary is thus simply Si,,,,,,_(po) for
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Fig. 4.13 Feasibility and superiority boundaries for direct transmissions and for

2-hop link masking. M = 1; N, L >> M.

direct transmissions. However, as p0 increases, the boundary moves into the feasible

domain of direct transmissions.

The results of this section depend on N only when it becomes small. The

indicator for the closeness of the approximation in assuming "very large N" is the

relative difference between (1 - 1/N) N-] and 1/e. For example, the differences for

N = 5, 10, 20 are 11%, 5.3% and 2.5%, respectively.

As seen in Fig. 4.11, the aggregate transmission rate associated with a single
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receiver that employs link masking is at most 3, which is typically much smaller

than channel capacity. Therefore, if only few receivers mask their inbound links and

the level of background traffic is low, the raw throughput is a good approximation

for the error-free throughput; in such a case, the effect of intercode interference on

the performance of link masking relative to that of direct transmissions is also very

small. However, intercode interference does limit the number of receivers that may

employ link masking efficiently; the limit depends on channel capacity and on the

level of background traffic. (another upper limit is 1 of the number of nodes.)

The protocol required to support 2-hop link masking is very simple and robust:

each network node keeps two addresses for S, which are actually the addresses of the

two authorized neighbors, and uses either one (at random). This has the additional

benefit of balancing the load on the two authorized neighbors.

Link masking should not be used for outbound single-destination traffic, because

the probability of reception of a supernode packet by its lightly-loaded destination

node is higher than the probability of reception by the busy forwarding node. It

may, however, be beneficial for multi-destination packets. ,.q would transmit such

a packet once to one of its neighbors, which will retransmit it on the code of each

of the intended recipients. A similar approach can be taken with acknowledgments

for inbound traffic. Since acknowledgments are very short, S can collect several

acknowledgments into a single packet and send them to one of its neighbors, which

would then distribute .them to their destinations. Unlike the inbound funnel, which

consisted of two specific neighbors, the outbound funnel can change dynamically.

(S may select an ad-hoc "helper" for each such acknowledgment packet.)
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4.5 Multiple Receivers with Time-Capture

In this section, an unslotted model is considered, which exposes the effect of

time capture. The preambles of packets are of fixed length, and the length of

the data portion follows an exponential distribution. Without loss of generality,

the transmission time of a preamble is selected as the unit of time, and the mean

transmission time of the data portion is denoted by -_.

4.5.1 Network Model (Unslotted)

Again, a single supernode S is considered; it is equipped with M receivers and is

allocated Arc _< M codes for reception. The arrival process of packets with any given

code, consisting of new as well as retransmitted packets, is Poisson, and is i.i.d, from

code to code. The aggregate arrival rate at $ is A. The length of arriving packets is

assumed to be i.i.d, according to the aforementioned packet-length distribution. To

avoid unnecessary complexity of the mathematical derivations, it is assumed that 3

never transmits. The accommodation of S's transmissions is deferred to the end of

this section. We now proceed to calculate raw throughput for various architectures

and to compare them. Unlike in the slotted case, the throughput analysis here is

carried out in two stages. (Raw throughput and error-free throughput.)

4.5.2 Fixed-Code-Assignment Architecture (FCAA)

S's receivers are partitioned into groups of Rt; all receivers of any given group

are permanently assigned the same code. Each group has a controller, which des-

ignates one of the idle receivers (if any) to receive the next incoming packet. This

tThroughout the discussion, R is assumed to divide M. In practice, the number of receivers (M) is
an upper bound on R; also, if the desired value of R does not divide M, Stoups of different sizes
will have to be constructed. Lastly, note that when R = 1, no use is made of the fact that the
receivers are collocated.
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receivers is shown.

arckitecture is illustrated in Fig. 4.14. The packet arrival rate to a group is _' _ _A.

We next proceed to derive the raw throughput for FCAA.

Based on the model for packet reception, each group of receivers may be stud-

ied separately, considering only its R receivers and only arriving packets with its

code. Furthermore, only receivable packets need to be considered. Intuitively, it

seems that inbound throughput (_n) should be maximized (over R and A') by as-

signing each receiver a unique code (R = 1), since such an assignment minimizes

the likelihood of intracode interference. \¥e prove, by contradiction, that this is

indeed the case: assume that Sin is maximized by setting R -- R0, R0 > 1, and

A = A0. Consider now a second system, with A = R0"Ao andR = 1. The two

systems have the same value of AI _ -_; consequently, the arrival process of receiv-

able packets to a group is the same in both systems. Since the ongoing reception

of a receivable packet cannot be interfered with, it follows that, for any process

of receivable-packet arrivals to the group, the throughput of any given receiver in
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the group is maximized if all the packets are directed to it (as opposed to being

shared with other receivers). As a result, the inbound throughput of each receiver

in the second system is higher than in the first one; this, in turn, results in a higher

aggregate throughput and contradicts the optimality assumption. Note that this

result is independent of packet length and of the number of receivers.

For any given inbound throughput 5'in, the optimal group size Rop_ is defined

to be the value of R that maximizes efficiency. We claim that, for Sin < Srnaz,

there are cases in which R_p_ > 1. To see why this may indeed be the case, let us

interpret Rop_ as the value of R that maximizes Sin for a given value of A. Observe

that, for given values of A and M, the probability of receivability is maximized if

R = 1, because setting R = 1 minimizes the arrival rate of packets with any given

code. On the other hand, such a choice minimizes resource-sharing and therefore

maximizes the likelihood of a packet being discarded because all the receivers of its

group are busy, even if there are idle receivers in other groups. There is hence a

design tradeoff in selecting the value of R.

For fixed preamble length, (one,) the arrival process of receivable packets is

nothing but the departure (reception) process of a Pure ALOHA [42] system with

Poisson arrivals (rate A_), zero capture and packets of unit length. These interde-

parture times are i.i.d., and the mean rate of departures is A_e-2"_'. The Laplace

transform of the probability density function of the interdeparture-time random

variable X was derived by Takagi [58] as

-(s+z) [s + A'e
X*(s) = s2 + sA'[1 + +

(4.22)
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Let (Y(t), t >_ 0} be the random process representing the number of busy

receivers at time t. Next, let oo oo{Y(tn)},_=l be the embedded process at {t,}n=l,

where tn represents the arrival time of the nth receivable packet. We now make

a key observation, namely that interarrival times of receivable packets always ex-

ceed the preamble length. Since there is no queue, this implies that an arriving

receivable packet always finds all the busy receivers in the data-reception phase,

whose duration is exponentially distributed, having completed the fixed-duration

synchronization phase. Consequently, Y(tn) constitutes a complete specification of

the state of the system at _ - tn. Recalling that interarrival times of receivable

packets are i.i.d, we conclude that oo{Y(t_)}n__ 1 is a Markov chain; we conveniently

denote it by {Yn}n°°__1. Defining II - (_r0, 7rl, _r2, ..., 7rR) to be the steady-state prob-

ability vector, the probability of a receivable packet finding an available receiver is

simply (1 - 7rR). It is independent of that packet's length.

To construct the transition probability matrix P _ [_j] _ P {Y_+I = jIY,, = i},

let us initially condition on X -_ t,_+l - tn - x. Assuming that Yn = i, i < R, i.e.,

assuming that the nth receivable packet found a receiver, (i q- 1 - j) receivers must

complete service in time x in order to have Yn+l - j. At the beginning of x, i of the

i -b 1 busy receivers are in the exponentially distributed data-reception phase, and

the remaining one, which is receiving the nth receivable packet, is at the beginning

of the fixed-duration synchronization phase. A slightly different situation occurs

when Y,_ = R: the nth receivable packet is lost, and the number of busy receivers

stays R, each of which is in the exponentially distributed data-reception phase of

its ongoing reception. The general expression for piilX(X) is given by:
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pi_lx(z) =

[1-- e-"(z-1)] . (_) . [1-- e-"Zli-J . e -"xj

+e-"(_-l) (j _i 1) [1 - e-"_](i+l)-i " e-I'd(J-I),

(;)
[1--e-"(x-1)]•[1- e-"X]i,

e -_(z-1) •e _=i

O,

O<j<_i<R;

O <_j <_i = R;

j=O, i<R;

j=i+l, i<R;

otherwise.

(4.23)

Relaxing the condition on X by letting

_0 (_p_i= fx(x) . pijlx(x)dx,

and recalling that fx(z) = 0 for z < 1 yields:

[(_)m_O [(--l)m(i:J) [X*(12m+J!--e#X*(_m÷J +1)]]

I+e_'!j i1) [':_: [(-1)'_(i+lm-J)x'("'_+J)]] ,

O<j<_i<R;

j<_i=R;

j = O, i < R;

O<j=i+l <_R;

otherwise,

(4.24)

where #k _- k#. Since pi,j = 0 for j > i + 1, the state-probability vector II is given
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by the recursive expression

- - • _ri- _r,n'p_,i , i=l,2,...,R (4.25)
71"i--1 Pi-- l,i rn_i

along with the constraint that _=0 7ri = 1.

Fig. 4.15 shows plots of the inbound throughput per receiver ._a as a function

of the rate of packet arrivals per receiver _/- for various group sizes R; throughput

is expressed in packets per unit time, which has been taken to be the preamble

length. Observe that, for any given packet length and arrival rate per receiver

there is an optimal group size; for low arrival rates, Rop_ is large, since the_lr,

throughput bottleneck is in finding an available receiver, and the increased resource

sharing that is brought about by larger groups is important. As the arrival rate

increases, preamble collisions become the limiting factor, and consequently Rop_

decreases until it eventually becomes one. The dependence of/tops on A and M is

only through _. By comparing the two parts of Fig. 4.15, it is also evident that

the advantage of using large groups, namely the increased sharing of resources, is

more pronounced for long packets than for short ones. In fact, for _ < 10 , it is

most practical to use R -- 1 regardless of the arrival rate. Finally, note that for

very low arrival rates, throughput is insensitive to group size.

Fig. 4.16 depicts efficiency as a function of inbound throughput per receiver,

for various group sizes. These results are obtained directly from the throughput

results. Observe, for example, that with 1 = 20 and Sin/_/I -- 0.033, the efficiency

can be increased by 50% by using R - 3 rather than R -- 1.

4.5.3 Dynamic-Code-Assignment Architectures (DCAA)

In the dynamic-code-assignment architectures (DCAA), there is a controller

that assigns codes to idle receivers and designates, for each code, (if possible,) an
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Fig. 4.16 Efficiency of channel usage with FCAA for various group sizes. -_ = 20.

idle receiver to await packets on that code. Fig. 4.17 shows a "generic" DCAA.

The difference between various architectures of this class is in the knowledge that

is available to the controller and in its consequent code-assignment policy. For

any choice of (No, M, _), the receivability with DCAA is the same as that with

FCAA (R = M:_-). The expected throughput enhancement stems from the increased

sharing of receivers that is made possible by the dynamic reassignment of codes.
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Fig. 4.17 Dynamic-code-assignment architectures. (DCAA.)

For example, if M = 12 and Nc = 4, at least nine receivers must be busy before a

receivable packet may be dropped by a DCAA node, whereas with FCAA, if three

receivers with the same code are busy and a receivable packet arrives on that code,

it is lost. Two extreme variants of DCAA are now explored:

Random assignment (DCAA-RA)

The controller has no knowledge of the code of the next packet. %Vhenever the

number of idle receivers, i, is smaller than Nc, the subset of codes that is covered is

chosen at random. Therefore, a receivable packet that finds i idle receivers (receivers

not busy in any phase of the reception of a receivable packet) is received with

probability min{_., 1}.

Optimal assignment (DCAA-OA)

The controller knows the code of the next arriving packet, and designates an idle

receiver to attempt to receive it. Consequently, a receivable packet will not be lost

so long as there is an idle receiver; a possible implementation of this seemingly
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Fig. 4.18 Causal implementations of the seemingly noncausal DCAA-OA. The fig-

ure shows the pipelined version; the non pipellned version is obtained by

removing the "start" signals and replacing "processors" with "receivers."

non-causal system is shown in Fig. 4.18. The multi-receivernode consists of a

controllerand of Arc synchronizers,followed by a pool of M "processors". At all

times, the incoming signalappears at the input of each synchronizer and, aftergoing

through a delay line,at the input of each processor. Each synchronizer operates

independently with a distinctcode. Whenever itsynchronizes onto a packet, itso

notifiesthe controllerand immediately resetsitselfto wait for a new packet. The

controller then instructsone of the idleprocessors, ifany, to process this packet

using the appropriate code. This architecture ispipelined, so the processors only

perform the data-receptionphase. However, bit synchronization must be maintained

between the synchronizer and the processor that cooperate in the reception of any

given packet. Alternatively,the processors could be replaced by complete receivers,
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which would not rely on the synchronization performed by the synchronizer. (The

only task of the synchronizer would be to supply the advance knowledge of the

arriving packet's code.) This obviates the need for bit-synchronization between

the synchronizer and the processor, but requires a longer delay and gives up the

advantage of pipelining. We use the latter version in the analysis of DCAA-OA

in order to avoid distortion of the comparison due to the throughput advantage of

pipelining, which can also be used with the other schemes.

Analysis of DCAA-OA and of DCAA-RA differs from that of FCAA, because the

interarrival times of receivable packets are not i.i.d, and the codes are not equiprob-

able and independent from arrival to arrival. We therefore resort to simulation.t

Fig. 4.19 depicts Si,_lNc versus AINe for all three architectures; an additional

curve shows the arrival rate of receivable packets per code, which is an upper bound

on throughput. Note that the values are normalized per code, not per receiver.

Curves are given for several values of M; the number of codes, Ne, is held fixed at

3. Graphs are presented for two packet lengths: a) _ = 3.3 and b) -_ = 10. Fig. 4.20

depicts the efficiency of the three architectures with -_ = 10.

4.5.4 Performance Comparison

Schemes will be compared on the basis of throughput for equal arrival rates.

Consequently, the same results also apply to efficiency. Comparing DCAA-RA with

FCAA, FCAA appears to slightly outperform DCAA-RA when M = No, contrary

to the expectation that they would be identical. This minor anomaly stems from

tin the simulation, we used a method known as "common random numbers" (the exact same inter-

arrival times and packet lengths for the schemes under comparison). This decreases the variance
of the relative results.
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our modeling of DCAA-RA, and would disappear in a real implementation.T As

the number of receivers increases, the advantage of DCAA-RA over FCAA becomes

tOur model for DCAA implies that there is a non-zero probability that, while one receiver is still

performing the synchronization phase, another one is already designated to cover the same code.
The latter is wasted during the remainder of the preamble, since no receivable packet can commence

to arrive on that code at that time. In FCAA this can never happen when M - N¢. In practice,

however, a designated receiver declares itself locked only at the end of the preamble, so no other

receiver will be assigned to the same code until that time.
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apparent.

Dynamic code assignment increases throughput as well as efficiency; the extent

of the improvement depends heavily on the knowledge available to the controller,

The advantage of DCAA over FCAA is most pronounced for intermediate values

of A: for very small values, the probability of reception is very high with any

architecture; for very high values of )_, there is no improvement since receivability

constitutes the bottleneck. Compared with FCAA, the maximum throughput is

roughly 25% higher with DCAA-OA, and roughly 5% higher with DCAA-RA; this

is for the range in which throughput is limited by receiver availability and not by

receivability.

The dependence of the throughput advantage of DCAA on packet length is

more complicated: consider, for example, the points of maximum throughput, and

assume for the moment that the limiting factor is finding an available receiver. In

this case, a receiver is nearly always designated to cover some code as soon as it

becomes idle. The busy period of a receiver is therefore the packet length and its idle

period is the time interval from the instant it becomes idle until a receivable packet

arriveswith the appropriate code. If the packet is long compared to the interarrival

time of packets with any given code, (which, in turn, is on the order of preamble

length,) the receiver's utilization is very high and cannot be improved much by

decreasing the idle time through a knowledgeable code assignment as in DCAA-

OA. If, on the other hand, the packet length is comparable to the preamble, (short

packets,) there is more room for improvement. Consequently, one would expect a

more significant improvement for short packets. There is, however, another trend:

as the number of receivers is increased, the arrival rate of receivable packets becomes

the limiting factor ("starved" receivers), in which case most codes are covered at any

instant, thus causing the importance of knowledgeable code assignment to decrease.
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Obviously, this happensfirst for short packets,sincethe busyperiodsof the receivers

are shorter. One should therefore expect a more significant improvement for long

packetsin this case.Indeed, referring to Fig. 4.19and comparing DCAA-OA with

FCAA: for (No = 3, M = 3), the improvement is 32% for short packets (-_ = 3.33)

and only23%for longerones(1 = 10), wher_ for (N0= 3, M = 9) it is downto

a mere 1% for the short ones, whereas for the long ones it is 7%.

4.5.5 Error-Free Throughput

Unlike the probability of reception of a packet, which is independent of its

length, the probability of a packet being error-free may depend on its length. Con-

sequently, the length-distribution of successfully received packets is not the same

as that of transmitted or received packets, and stating traffic level or throughput

in packets per unit time is ambiguous. The mean number of ongoing transmissions

is therefore used as the new unit of traffic level; (replacing the mean packet-arrival

rate;) raw throughput is redefined to be the mean number of ongoing receptions,

and error-free throughput is the mean number of ongoing receptions of packets that

will be found error-free. Traffic level and raw throughput, expressed in packets per

unit time, can be converted to the new units by multiplying them by the mean

packet length (1 + 1).

Given the channel parameters, intercode interference can be characterized as

the probability that a packet is error-free, (i.e., if it were acquired successfully and

received, there would be no erroneous bits,) as a function of packet length and of

the total traffic level )_T. For a known length-distribution of received packets, it

can be characterized simply by the probability that an arriving bit belongs to an

error-free packet, as a function of AT. Then, given the level of background traffic,

ABG, the error-free throughput for each value of S's inbound traffic level, As, is
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the product of the raw throughput at As and this probability at the corresponding

value of AT. Strictly speaking, the distributions of packet lengths used in obtaining

the channel characteristics and the raw throughput must be the same; however, the

results are clearly insensitive to small differences.

The value of AT which corresponds to given values of As and ABG is only approx-

imately (A s + ABG), since knowing that a packet was received biases the distribution

of S's inbound-traffic level at the time of the packer's arrival; furthermore, this bias

depends on the architecture. Nevertheless, we claim that the bias is very small,

except for the case of very short packets and very low traffic levels. (In this case,

however, intercode interference is negligible altogether.) Our claim stems from the

fact that the only knowledge gained from the fact that a packet with a preamble

of length 1 is received at time t is that there was an available receiver on its code

at time _ and that no other packets with the same code commenced to arrive in

[_- 1, t+ 1]. No information is gained pertaining to background traffic or to arrivals

after t + 1. Very little information is gained pertaining to traffic on other codes

(none in the case of FCAA), and not much regarding arrivals prior to t - 1. Sup-

ported by simulation results,t we ignore the bias. (It should be emphasized that

the only effect of this bias is to shift the curves horizontally, since it only affects AT.

As will be seen in the curves that follow shortly, a horizontal shift of one curve with

respect to the other by tens of percents has little effect on the relative performance

of ,9 with different code assignments. In other words, not only is the bias small, but

the results are very insensitive to it.)

We now turn to a specific example. Fig. 4.21 , which is based on Fig. 4.6 in [50],

tWe ran simulations for the case of FCAA with M = 3 and no background traffic; we used R = 1,3

and _ : 10, 50. For traffic levels of 10 ongoing transmissions or more, the bias of the traffic level
is smaller than 10%. For levels of more than 30, the bias is smaller than 5% and for 75 it is down
to 2%. The difference between the bias with R : 1 and with R = 3 is below 1%. These are the
biases at the time of arrival; the bias decreases during the arrival of the remainder of the packet,

so the average bias is even smaller.
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Fig. 4.21 Probability that a transmitted bit belongs to an error-free packet versus

the mean number of ongoing transmissions. Packet-length is exponen-
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shows the characteristics of a specific channel.t Plots are shown for 16, 64. 256

tDS-BPSK channel with FEC. PN codes are assumed to be sequences of jointlyindependent

Bernoulli(1/2) random variables.FEC: convolutionalcoding with hard decisionViterbidecoding.

The specificcode used isthe rate I/2 constraintlength7 code with generator polynomial (inOctal)

171,133. Packet lengthsare exponentiallydistributedwith mean 1000 bits,and signalto noise

ratio is Eb/No = 8.0.[50]
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and 1024 chips per bit. (The FEC contributes a factor of 2 and the remainder is

the PN spread-factor.)

Fig. 4.22 shows the error-free throughput for FCAA with _ = 50 and M = 3,

with no other traffic; this is a combination of Figs. 4.15(b) and 4.21. We see that,

although maximum raw throughput is obtained with R = 1, error-free throughput

is higher with R = 3; i.e., it is best to operate all three receivers on the same code.

Including background traffic and using longer packets in the intercode interference

model (a typical preamble length is 40 bits; with _ = 50, the mean packet length

should be 2000 bits instead of the 1000 used in [50]) would further increase the

advantage of R = 3. The use of a more realistic preamble-colhsion model would

have a similar effect.

Error-free throughput can be obtained for all architectures in the same manner.

Intercode interference has no qualitative effect on the comparison between FCAA

and DCAA, since the curves representing raw throughput never cross over. As for

the optimal number of different codes to be used with a given number of receivers,

that number is never smaller than the corresponding number for FCAA; for DCAA-

OA, it is always best to use as many codes as possible, constrained only by code

availability and by the budget for synchronizers.

The dependence of error-free throughput on the arrival rate can be summarized

as follows: as the arrival rate increases, raw throughput increases until it begins

to decrease due to preamble overlaps which render arriving packets nonreceivable.

The probability that a received packet is error-free decreases as the arrival rate

increases, but is initially very insensitive to arrival rate. At some point, however,

this probability begins to fall off sharply. Error-free throughput is maximized (ap-

proximately) at the lower of two arrival rates: (i) the one which maximizes the raw

throughput, and (if) the one at which the probability of a packet being error-frec
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begins to fall off sharply.
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4.5.6 Permitting S to Transmit

At the outset, it should be noted that a supernode is less likely than a con-

ventional node to be subject to the half-duplex constraint. For example, a single

antenna can serve all receivers (and no transmitters), thus constituting little over-

head. Furthermore, in situations such as the terrestrial hub of a two-hop satellite

network, the hub is always full duplex since the up-link and down-link use nonover-

lapping spectral ranges. It should also be noted that the incorporation of the

fact that a half-duplex supernode may be transmitting has no effect on the rela-

tive inbound throughput of the different architectures and code-assignment policies.

Nevertheless, this issue is addressed briefly for the sake of completeness.

Let us consider the following policy for the operation of S: transmission may not

commence while any of the receivers are busy; whenever all receivers become idle.

S commences transmission immediately if it has packets for transmission; if there

are no packets for transmission, it must wait until at least one packet is received.

The rule for terminating a transmission epoch is not specified; however, once S

stops transmitting, it must wait for a reception epoch before it may transmit again.

Some portions of this set of rules are realistic, (e.g. no transmissions may commence

when engaged in reception,) while others would be modified slightly in a realistic

situation. Note, however, that the transmission policy is consistent with the desire

to operate all transmitters together, which was explained in section 3.

From the above set of rules, it follows that S alternates between reception and

transmission epochs. A reception epoch begins upon termination of transmissions.

Initially, all receivers are idle; then, some packets are received. (This idle-busy

cycle may be repeated any number of times, and is considered a single reception

epoch.) The beginning of a transmission epoch always coincides with the last busy

receiver becoming idle, and (obviously) terminates with all receivers idle. Note that
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idle times (no transmissions or receptions) are considered to be part of a reception

epoch.

The calculation of inbound throughput for a nontransmitting supernode were

based on cycles that began and ended with the arrival of a receivable packet to an

empty system. Comparing this with the reception epoch that has just been defined,

one observes that the latter consists of several such cycles, but is missing the time

interval from the instant that the last receiver becomes idle in the last cycle of the

epoch until the arrival time of the next receivable packet. On the other hand, the

reception epoch contains an extra time interval at the beginning, namely the time

from end of transmissions until the arrival of the first receivable packet. Due to the

memoryless nature of the arrival process, and the meaningless difference in side-

information provided by the two states, these two intervals cancel out. Therefore,

the analysis that was presented for a nontransrnitting supernode remains valid, and

the new throughput can be obtained by multiplying those results by the fraction of

time in which S is not transmitting. This fraction can be estimated in each specific

case, but is beyond the scope of this discussion.

4.6 Full-Duplex Nodes

There are cases in which a node can transmit and receive concurrently. One

example is a local-area network which uses low-attenuation broadcast media, so that

the levels of received and transmitted signals are similar and the interference with

a node's reception due to its own transmission is similar to the interference caused

by a transmission of some other node. Another example would be a packet radio

network in which the transmitter and the receiver of a node are not collocated, or

at least use different antennas. In this section, the results of the previous sections

are adapted to the case of full-duplex nodes.
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4.6.1 Multiple Receivers and Transmitters

The results obtained for the unslotted model remain valid, since they were

derived under the assumption that ,9 never transmits. For multiple receivers in the

slotted case, the expression for inbound throughput (4.7) is simply evaluated for

P0 = 0, regardless of the actual value of p0. The plot of Sin/(1 - p0) in Fig. 4.4

becomes a plot of Sir.

With multiple transmitters, time-synchronization is no longer necessary in order

to increase the availability of _q for reception. However, we argue that it should

still be used in order to maximize S's outbound throughput, and justify this as

follows. Given the environment, characterized by N, p, Q, PET(k) and P$(1), along

with the number (TI)of S's transmitters that are transmitting in a given sl0t, it

is possible to obtain the expected value of S's outbound throughput in that slot.

Let T be the value of T _ that maximizes the expected value of this throughput.

Clearly, equipping _q with T transmitters and operating them in all time slots will

maximize the outbound throughput in all slots. This, however, is exactly time

synchronization. Furthermore, Topt is the one that was obtained in section 3.3.

Finally, the expression for outbound throughput is the same as (4.12), divided by

(1 - p). (If we assumed that only S is full duplex, (4.12) would remain valid.)

When the desired outbound throughput is smaller than the maximum, it can

be achieved either by reducing the number of transmitters or by setting p0 <= 1.

There is no difference in terms of ,.q's throughput, but there may be a difference in

the efficiency and, consequently, in the throughput of the other nodes. Whenever

Ps(I) is concave, the better approach is to leave p0 = 1 and reduce T.

The combination of multiple receivers and transmitters need not be considered,

since they operate independently.
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4.6.2 Link Masking

If only S is full duplex, the results obtained for P0 = 0 are valid for all values

of p0. If all nodes are full duplex, one can construct a unary tree of all nodes, i.e.,

a chain, such that each node can receive traffic for S from only one of its neighbors

and can transmit such traffic only to one of its neighbors. If there is no traffic other

than S's inbound traffic, this can result in an inbound throughput of 1.0. However,

this is highly impractical for several reasons: assuming that a packet originates

from any of S's neighbors with equal probability, a packet has to travel N/2 hops

on average, which may cause delay to be prohibitive; this also amounts to a very

low efficiency of channel usage. The mean number of ongoing transmissions is N/2,

which may even exceed the capacity of the channel, causing a throughput of 1.0 not

to be achievable.

Realizing that the chain idea is impractical, the next step is for S to authorize

two of its neighbors to transmit to it. Since those neighbors are also full duplex,

their inbound throughputs can be l/e, which is more than half of S's maximum

inbound throughput (0.5). Consequently, we are back to 2-hop link masking, with

the difference that now an inbound throughput of 0.5 can be achieved for all values

of P0. Transmission rates with direct transmissions and for the 2nd hop of 2-hop

link masking can be obtained from the appropriate equations in section 4 by setting

p0 = 0. The rate for the 1st hop of 2-hop link masking can be obtained from the

appropriate equation by setting Pl = 0.
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4.7 Summary

Equipping a node with several receivers and transmitters increases its inbound

and outbound throughput, respectively. The increase is eventually limited by chan-

nel capacity. The optimal number of receivers is infinite, although there is little to

be gained beyond a certain number. The optimal number of transmitters is finite.

Since a node cannot receive while transmitting, it is important to enforce time-

synchronization between the node's transmitters. Code-synchronization must also

be used. This applies to slotted as well as unslotted systems.

In an unslotted system, time-capture permits various ways of assigning codes to

receivers, and permits the M-receiver supernode to have a higher inbound through-

put than M independent single-receiver nodes. With fixed assignment, the optimal

number of receivers that should share a common code is higher for long packets

than for short ones, increases with a decrease in channel capacity or an increase

in the level of background traffic, and decreases with an increase in the level of

inbound traffic. We note that the case in which each of the M receivers has its

own code is the same as M separate nodes. Although maximum throughput can

be quite insensitive to the number of receivers that share a common code, a signif-

icant improvement in efficiency can be achieved by the proper selection. Dynamic

reassignment of codes to receivers improves throughput as well as efficiency.

In situations wherein only long-term uniformity of code usage can be assumed,

the advantage of DCAA over FCAA is much more pronounced than suggested by

our results, since DCAA would adapt to the transient skew in code usage, whereas

FCAA would not. In the extreme case that all packets are arriving with a single

code, the throughput advantage of DCAA-RA over FCAA would be on the order of

M and that of DCAA-OA over FCAA would be on the order of Nc : 1.(M- No) : 7¢";¢,
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It is interesting to observe that, due to time capture, the throughput of an

individual receiver with the pure ALOHA access scheme can approach 1 (for long

packets), whereas that with slotted ALOHA is limited to _. The best results can

be achieved with a minislotted scheme, in which all transmissions begin at the

beginning of a slot and the slot lengths equals the preamble length.

For a slotted system, masking all but two of a node's incoming links can in-

crease its inbound throughput by up to 36%; furthermore, at high throughput

levels, particularly when S itself transmits frequently, link masking is more efficient

than direct transmissions. Unlike multiple receivers and multiple transmitters, link

masking requires no additional hardware, since it makes use of otherwise lightly

utilized hardware in neighboring nodes. The protocol required to support link

masking is very simple and robust. In unslotted systems, link masking has limited

application due to time capture.

The number of supernodes that can coexist (efficiently) in the same region of

a network is limited primarily by channel capacity; the availability of codes could

also be a limiting factor, but more often than not this is not the case [59].

Delay was not addressed directly in this discussion. Nevertheless, whenever the

throughput of one architecture exceeds that of another for all arrival rates, that

architecture is also superior in terms of delay.
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Chapter 5

Conclusions and Future Research

5.1 Conclusions

Single-hop topologies and communication networks that employ shared media

are usually considered synonymous with a single broadcast bus, or at most several

replicas of such a bus. In chapters 2 and 3, we set out to show that, whenever

stations are equipped with multiple transmitters and receivers, this need no_ and

perhaps often should not be the case.

In chapter 2, the design space of single-hop interconnections among stations

with multiple transmitters and receivers was shown to be quite rich. Selective-

broadcast interconnections were defined and classified, and their performance was

then studied. The basic idea in these interconnections is that achieving single-hop

connectivity between two such stations does not require that they be able to com-

municate with each other using any of their transmitters and receivers. This permits

the construction of a large number of subnetworks, each of which interconnects only

a subset of the stations.
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The richness of the design space was shown to be greatly enhanced if unidi-

rectional media are employed. The added richness stems from the fact that, with

unidirectional media, the sets of receivers that hear two transmitters need not be

identical or disjoint, as is the case with bidirectional media. To facilitate the study

of these interconnections, a new criterion for successful concurrent communication

over two paths was proposed, and its properties were established.

For a uniform traffic pattern, as well as many others, certain simple $82"s

were shown to permit a level of concurrency which grows quadratically with C, the

number of transmitters and receivers per station. The performance for other traffic

patterns can be better or worse, depending on whether or not the SB2" is tailored

to the specific pattern. Lastly, SBZ's were shown to apply to a variety of domains.

In chapter 3, issues pertaining to the implementation of SI3Ts for communica-

tion were addressed. A fiber optic implementation of an SBI that permits a level of

concurrency which grows according to C 2 was shown to be optimal in terms of power

budget. Also, the cost of passive interconnection components for such an SI3Z need

not be higher than that of C replicas of the broadcast bus. Although most SBI's

require certain modification in order to be operated with existing channel-sensing

access schemes, the use of such schemes nevertheless increases the performance

advantage of ,gl._:Z over a straightforward C-fold replication of the single bus.

SBZ's permit the total communication bandwidth of a single user to be C

times lower than the capacity of the network. Furthermore, the utilization of the

transmitters and receivers can be C times higher than with C replicas of a broadcast

bus. This is of particular importance to VLSI implementations of stations, (e.g. for

memory-processor interconnections,) in which pin count is often a limiting factor.

In summary, it was shown that equipping stations with multiple transmitters

and receivers permits the construction of interconnectious which can greatly improve
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the ratio of cost to performance relative to that with a single bus.

In networks which use a single broadcast bus, nodes have always been equipped

with a single transceiver. We showed that in the case of spread-spectrum with

a nonuniform traffic pattern, equipping busy nodes with several transmitters and

receivers is crucial in obtaining reasonable performance. This holds regardless of

the variant of spread-spectrum that is being used. In chapter 4, we explored the

design and performance of such nodes. We showed that their transmitters must all

be operated together, that the optimal number of transmitters is finite, and that an

appropriate assignment of spread-spectrum codes to the receivers can significantly

increase the inbound throughput of the node relative to that of the same number

of receivers residing in different nodes.

To conclude, we have shown that the performance of communication networks

that employ shared media can indeed be greatly enhanced beyond the obvious if

stations are equipped with multiple transmitters and receivers.

5.2 Suggestions for Additional Research

Selective-broadcast interconnections were discussed only in the context of nar-

rowband channels. However, they can clearly be used with spread-spectrum. While

in some cases, such as SB2:'s with disjoint subnetworks, this extension is trivial,

there may be less trivial results when SBZ's with overlapping subnetworks are con-

sidered, particularly if they are not equal-degree ,SBZ's. It is also worth noting that

CDMA, being a non-sensing access scheme, is particularly suitable to unidirectional

SBZ's.

The study of $62"'s focused on the topology, and the discussion of access schemes

emphasized the adaptation of SB2"s to operate with single-bus access schemes.
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However, as was pointed out in chapter 3, special access schemes can be devised for

the combined operation of the entire 8/32". This would be particularly interesting

for multi-path 8BTs, such as the hybrid 8B:T-T'B:T.

We have shown that equal-degree 813Ts which can simulate high-flux multi-

hop interconnections can be constructed. These and others may be useful in the

execution of various distributed functions. For example, sorting entries that reside

in different stations. It would be interesting to look into the suitability of SBI for

the efficient execution of such algorithms.

We have constructed an equal-degree $B2" and a schedule, which can achieve

an average concurrency of 1.81 • C 2 for a uniform traffic pattern. However, the

upper bound on the concurrency of $B2"s for uniform traffic patterns and single-

hop communication is an open problem.

In our study of supernodes in spread-spectrum networks, we have not exhausted

the design flexibility offered by CDMA and time-capture. For example, one could

construct a ,uper-link between two busy nodes that communicate extensively with

each other. Also, more detailed performance analysis, using more accurate mod-

els and perhaps addressing delay in addition to throughput, may be of interest,

although the basic results of this work are expected to hold.
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Appendix A

Optimality of the Wavelength-Assignment Algorithm for

the SDM-WDM Implementation of an SBZ

In this appendix, we present a proof of the optimality of the wavelength-

assignment algorithm used in the hybrid SDM-WDM implementation of the single-

path, unidirectional, equal-degree £BI with disjoint subnetworks and grouping.

Wavelength-asslgnment algorithm. Arrange the couplers in bunches of G, where

G is the least common multiple of CT and W; number the bunches consecutively

modulo W, beginning with 0. Next, number the couplers within each bunch consec-

utively modulo W, beginning with the bunch's number. The numbers correspond

to distinct wavelengths.

At the outset, recall that in all cases, it is assumed that W divides CT" CR. The

optimality proof proceeds by initially presenting and proving statements that are

true in several cases, and then using them to prove optimality for each case. Proofs

for cases (4) and (5) are not presented, since they follow directly from those for (2)

and (3).

After numbering the couplers, circle every CTth coupler, beginning with the

first. (The CR circled couplers are the ones to which the receivers of the first group
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Fig. A.1 Numbering, circling and bunching of couplers.

of l%S's connect.) Next, arrange the couplers in rows of W, such that the first W

couplers are in the first row, the next W couplers are in the 2nd row, etc.; there are

Cr . CR/W such rows.

Let k _ _; i.e., k is the smallest positive integer such that CT divides k • W.

Clearly, k s CT" CR/W, since both W and CT divide CT" CR. Next, arrange the

rows in bunches of k, such that the first k rows are in the first bunch, the k following

rows are in the next bunch, etc. (Note that the bunching of the rows coincides with

the bunching of the couplers in the assignment algorithm.) Fig. A.1 illustrates the

numbering, circling and bunching for CT = 3, CR = 4, W = 6. Since there are

exactly G couplers per bunch, and W couplers per row, it follows that, within any

given bunch, all couplers in any given column are assigned the same number.

I, enuna 1. The first coupler in each bunch is circled, and there are no two rows

within a bunch that have a circled coupler in the same positiom furthermore, the

positions of all circled couplers are identical for all bunches.

Proof. Follows immediately from the fact that k. W is the smallest common period

of the coupler-circling process (period CT) and the rows (period W).
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Lemma 2. All the circled numbers in any given bunch are equispaced modulo W.

Proof. By contradiction; if the numbers are not equispaced, there must be a set

of three numbers {Wl, w2, w3} (where wi e 0..(W - 1)) such that (i) they are are

all circled in a certain bunch, (ii) no other circled numbers are encountered when

counting (modulo W) from wl through w2 to ws and (iii) (w2 - wl)mod W

(w3 - w2)mod W. Let us assume that the smaller of the two spacings is between wl

and w2. From the circling procedure and the aforementioned common periodicity,

it follows that w2 = (Wl + k I • CT)mod W for some positive integer k I. However, it

also follows that w_ _- (w2 q- k'. CT)mod W is circled and that (w_ - w2)mod W =

(w2 - wl)mod W. This, in turn, means that a circled number is encountered in the

process of counting modulo W from w2 to w3, which contradicts the assumptions.

Proposition A.1. Whenever W >_ CR and W divides CT" CR, any station in the

first RS group is assigned CR different wavelengths.

Proof. Since each bunch consumes k • W/CT different circled numbers (lemma

1), and those are equispaced (lemma 2), the minimum difference between any two

circled numbers within a bunch is CT/k. Consequently, there can be up to CT/k

bunches of k- W couplers, such that the first coupler in the first bunch is numbered

0, the first coupler in the 2nd bunch is numbered 1, etc., (and the remaining couplers

in each bunch are numbered accordingly,) such that no two circled couplers have

the same number. The actual number of bunches is (CT" CR)/(k. W) and, since

W :> CR, this is less than or equal to CT/I¢. In other words, no two circled couplers

in the entire SBI have the same number, and each receiver of RS's in the first group

is thus assigned a unique wavelength.

Corollary. For any RS, each receiver is assigned a unique wavelength.

Proof. From the circling algorithm, it follows that the last CT -- 1 couplers in

each bunch are not circled. Also, stations in the 2nd RS group are connected
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to couplers immediately following the circled ones, stations in the 3rd groups to

couplers immediately following those, etc. Therefore, and since there are CT RS

groups, the set of wavelengths used by the ith TS group is obtained by adding

(i-1)rood W to each of the wavelength numbers used by the first group. Proposition

A.1 implies that those are CR different wavelengths.

Corollary. Each 1_ makes equal usage of all wavelengths that are assigned to it.

(It uses each wavelength exactly once.)

Proposition A.2. Whenever W > CT and W divides CT" CR, each TS is assigned

CT different wavelengths.

Proo£ The transmitters of any given station are connected to CT consecutive

couplers. Also, consecutive couplers are assigned consecutive numbers (rood W),

with the exception that the number is incremented at each crossing of a bunch

boundary. Since there are at least W couplers in each bunch and W > CT, it

follows that the numbers assigned to CT consecutive couplers cover a range of at

most (CT + 1) consecutive values, which is less than or equal to W; consequently,

all those numbers are different.

Proposition A.3. The above also holds when W = CT.

Proof. In this case, G = W = CT, and bunch boundaries coincide with the bound-

aries between the couplers used by different TS groups. Therefore, it is obvious that

the CT transmitters of any given station use CT = W different wavelengths.

Corollary. Whenever W > CT and W divides CT" CR, each TS makes equal usage

of all wavelengths that are assigned to it.

Propositions A.1, and A.2 constitute the optimality proof for case (1). A.1 and

A.3 prove optimality for case (2).

Proposition A.4. The assignment algorithm is also optimal when W divides CT.

Proof. Since bunch boundaries coincide with TS-group boundaries, it follows that
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each TS uses all W wavelengths; furthermore, each wavelength is assigned to exactly

CT/W of its transmitters. Since the first couplers in each bunch are assigned con-

secutive numbers (rood W), and since each bunch consists of exactly CT couplers,

it immediately follows that receivers of a station in the first RS group are assigned

couplers with consecutive numbers. This constitutes a uniform round robin assign-

ment of wavelengths to receivers. Using the same arguments as in the first corollary

to proposition A.1, it follows that the same applies to all RS's. This completes the

proof for case (3).
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